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Using time series in the prediction of Iraqi

GDP for the period (2019-2028)
1Sawsan Qassim Hadi

Abstract

Gross domestic product (GDP) is defined as the value of output of goods and services achieved within a year

and is an important measure of the size of the economy's output. This study aims to predict the Iraqi GDP for

the following period, where the annual time series data for the period from 1970 to 2018 were obtained from the

National Accounts Directorate / Central Statistical Organization / Ministry of Planning. Using the GRETL, the

appropriate statistical model for the Iraqi GDP is an ARIMA (0.2,1). According to the data of this study, the

Iraqi GDP is predicted for the next ten years (2019-2028) based on the ARIMR model (0.2). 1) The results

showed an increase in the Iraqi GDP.
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Introduction

Time series analysis is an important statistical topic in the analysis of many phenomena, time series is a set of

observations taken at intervals of time as a result of tracking this phenomenon for a relatively long period of time and

often this period of time is regular.

The time series is one of the main topics that have become very widely used in various sciences, since mathematical

statistical procedures in time series analysis. Most of these analyzes give important functions of estimation in addition

to other points that are very important in making decisions in many subjects and it helps to suit some Mathematical

and statistical models of the problem to be studied, where it clearly identifies the equation and inferred from

estimating its parameters to predict towards the future and make the right decisions, if the series is stable and there are

no problems.

Prediction is generally defined as an unknown estimation, especially with respect to future events, to identify the

course of the phenomenon under study in the future, and thus can be defined as a rational attempt to estimate possible

future variables by knowing the behavioral variables of that phenomenon, as prediction is an important practical

methods used in Planning processes and decision-making areas.

Prediction is defined as a process of estimating what will happen in the future depending on the trend of the

phenomenon in the past using one of the known prediction models. The issue of predicting the future value of the

phenomenon depends on the movement of the value of this phenomenon or changes in the past, and depending on

these variables can be expected this future value of the phenomenon in the next certain period assuming that the

changes will take a certain pattern in the future in light of what happened in the past . The main objectives of time

series analysis are to obtain an accurate description of the time series, build an appropriate model for interpreting time

series behavior, and use the results to predict future time series behavior.

Reference review

Time series analysis is a scientific and statistical methods that are important in the natural sciences, industry, trade,

economics, health care, natural resources, population growth, etc., to represent the relationship to the data of any time

series and explain its behavior, there are many studies and research, including:
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The researchers (McNelis and Siddiqui 1994) conducted a study on the time series (1975-1994) to determine the

impact of financial liberalization on the phenomenon of double deficit in New Zealand by analyzing the behavior of

total government debt, external debt, government deficit and current account deficit. In order to determine the stability

of the time series used, and to determine the degree of integration, they used the Johansen Juselius test, the

multivariate regression vector, and the error correction vector model (ECM) to analyze the causal relationship

between the variables.

Dagum (1980) developed a new method that differs from the old one by using Box-Jenkins models for predicting

beyond and before the original time series, which was a method of quasi-parameter analysis of the time series.

The researchers (Wheelwright and Makridakis 1973) used two types of random and non-random time series and

found that increasing the parameters in the equation of the random chain reduces MSE while the frequency of the

process to obtain the optimal feature values ​ ​ is constant, but in the case of non-random series, which assumed

their values (1, 2, 1, 2,…) The number of parameters increased by increasing the frequency of the process accordingly

in order to obtain the lowest value of (MSE). The research also included comparing (MSE) between them and used

three methods of prediction: regression method and Box-Jenkins method. The AF method is seasonal.

The researchers (Maravall and Kaiser 2000) also made observations to analyze the time series of ARIMA models and

their practical application in some studies in Spain. They concluded that ARIMA models can be considered as stable

ARMA models with different ranks. For example, ARIMA (1,1,1) Mind the ARMA model (2,1).

The researchers (Dobre and Alexandru 2008) in their research using the Box - Jenkins method in the analysis of time

series to predict unemployment rates in January, February and March (2008) based on monthly data of unemployment

rates in Romania has been found that the most appropriate model is ARIMA (2,1, 2).

The researchers (Sham et al. 2014) found the best model for predicting the number of people with hand, foot and

mouth disease (HFMD) in Sawak, Malaysia using ARMA models and based on HFMID data and found that the most

suitable model is ARMA (1,4).

Define time series:

There are multiple definitions of the time series concept, all of which focus on three main aspects: components,

arrangement, and uses. The time series can be defined as a set of values ​ ​ observed for a phenomenon over a

specific time period and following a specific pattern. The process of determining the mathematical model of the time

series is based on the basic assumption that the pattern followed in the past will continue in the future, and is also

defined as a set of observations (Xt), each of which is recorded at a specific time (t). ) (Brockwell, Davis, and Calder

2002)

Stability of Time Series: Stationary Time Series (Wheelwright, Makridakis, and Hyndman 1998) (Box 2013)

1- Stationary Time Series: -

Stability of data is an important process in analyzing time series as well as in finding the appropriate mathematical

model, and that the time series in the period (t, th) may sometimes be identical to the drawing of the series in another

period (s, sh) and this indicates that there is a time homogeneity Which is called stability. The stability of the time

series is achieved when the general trend is lacking, depending on the graph of the observations, as well as if it has an

arithmetic mean and constant variations free of effects, which are said to be stable when the following conditions are

met: the theoretical side

Define a time series:

There are multiple definitions of the time series concept, all of which focus on three main aspects: components,

arrangement, and uses. The time series can be defined as a set of values ​ ​ observed for a phenomenon over a

specific time period and following a specific pattern. The process of determining the mathematical model of the time
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series is based on the basic assumption that the pattern followed in the past will continue in the future, and is also

defined as a set of observations (Xt), each of which is recorded at a specific time (t). ) (Brockwell, Davis, and Calder

2002)

Stability of Time Series: Stationary Time Series (Wheelwright, Makridakis, and Hyndman 1998) (Box 2013)

1- Stationary Time Series: -

Stability of data is an important process in analyzing time series as well as in finding the appropriate mathematical

model, and that the time series in the period (t, th) may sometimes be identical to the drawing of the series in another

period (s, sh) and this indicates that there is a time homogeneity Which is called stability. The stability of the time

series is achieved when the general trend is lacking, depending on the graph of the observations, as well as if it has an

arithmetic mean and constant variations free of effects, which are said to be stable when the following conditions are

met:

1. Proof of arithmetic mean E(xt)=μ

2 . Prove the value of the contrast Var(xt) = E(xt-µ X2� = )2

3. Auto Covariance, a common time difference function (Wei 1989)

x(k) = cov (xt , xt-k ) = E[(xt-µ)(xt-k-µ)] = E[(xt+k-µ)(xt-µ)] = x(-k )

The common distribution function shall be as follows:

F(xt1, …, xtn) = (xt1, xt2, …, xtn) = F(xt1+k, …, xtn+K) = (xt1,…, xtn)

K is a displacement variable, and K γ is the subjective covariance of the time series and is a symmetrical even

function around zero.

2. Non Stationary Time Series: (Box 2013)

We can say that most models of time series are in an unstable state and can be detected through the function of

self-correlation and partial self-correlation, noting that their value does not go to zero after the second or third

displacement, but retains its large value for a number of displacements. The two time series are:

Stationary Mean: (Brockwell et al. 2002) (Wei 1989)

Stability is achieved in the medium if the series does not show a general trend. The instability around the mean means

that the time series does not fluctuate around a constant medium. This instability can be eliminated by taking the

appropriate differences, and we can get a stable time series after taking d differences.

Yt= Xt

Where (∆= 1-B) is called the backward difference operator and is calculated as follows:

Xt = (1-B)Xt = Xt - Xt-1

B: Rear difference indicator.

In general and to a number of differences d calculated in the following general formula:

Xt = (1-B)d Xt d =1,2,3,4

B. Stationary in Variance: (Box 2013) (Wei 1989)

This type of stability is achieved in time series when different fluctuations do not appear in the time series form. On

the time series it will shift from the instability state to the state of stability around the variance. Power conversions can

generally be used to stabilize the variations.

Where:

Xt: represents the value of the unconverted series.
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: represents the value of the conversion parameter and ranges from (, 0 1 ±, 2/1 ±, 3/1 ±, 4/1 ±).

To find the appropriate type of conversion, we use the Rang-Mean plot method. The motives behind the conversion

process are to obtain residues with a constant variation.

Box - Jenkins Models: (Box and Pierce 1970) (Box 2013) (Wei 1989)

The study of time series, the application of their models and their use in future forecasting have received

considerable attention since 1927. One of the first to use time series models was the world, Yule, using self-regression

models (AR). This development was followed by another progress by researchers Box and Jenkins in 1970 to include

evolution. The study of moving averages models (MA) followed by the study of mixed models ((ARMA) and then the

model of self-regression integrated for the moving media (ARIMA) These models are suitable to represent the time

series that are already stable or were conversions, and therefore we have to identify the types of models It is as

follows:-

1- Auto Regressive Model (Chatfield 2000) (Box 2013)

This model is self-regressing and of the grade (P) and can be represented by the following mathematical formula:

Xt = 1 Xt -1 +2 Xt -2 +.. +pXt -p +at …(1)

Since:

Xt: represents the time series in time t.

�imimsi: real numbers whose absolute values are smaller than one and represent the model parameters and (i = 1, 2,…,

p).

P: represents the model's rank (self-regression rank).

at: independent random variable that follows the normal distribution with an arithmetic mean of zero and a constant

variation of 2at and that its common variance is zero. This variable represents a series of random errors and is

called white noise.

The above equation can be written in terms of random error and using the Bounce Factor (B) as follows:

(1- 1 B1 - 2 B2 -.. - pBp ) Xt = at …(2)

p(B) Xt = at

2- Moving Average Model: (Chatfield 2000) (Brockwell et al. 2002)

There are several ways to present the MA model, such as a simple extension in the residue series, or AR model, but

using random variations that have occurred in the past, and to find out if you can get a better representation of the time

series, and the mathematical form of the model of q and symbolized by MA ( q) are:

Xt= at - 1 at-1 - 2 at-2 -… - q at-q …(3)

As:

i: real numbers whose absolute values are smaller than one and represent the model parameters and (i = 1, 2,…, q).

at: represents a series of random errors.

The equation above can be rewritten using the Bounce Factor (B) as follows:

Xt = (1- 1B1 - 2B2 - … - qBq) at

3- ARMA (Auto Regressive- Moving Average Model): (Box and Pierce 1970) (Chatfield 2000)

This model combines the characteristics of the two previous models and has a rank (p, q) to obtain a model with

greater flexibility in the representation of time series data. It takes the following mathematical formula:

Xt = 1 Xt -1 +2 Xt -2 +.. +pXt -p +at - 1 at-1 - 2 at-2 -… - q at-q

The equation above can be rewritten by using the back bounce (B) as follows:

(1- 1 B1 - 2 B2 -.. - pBp ) Xt = (1- 1B1 - 2B2 - … - qBq) at …(4)

4 - Auto Regressive-Integrated Moving Average Model (ARIMA): (Box 2013) (Chatfield 2000)
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This model is used in case the time series is unstable. , q Rank Moving Average, p Rank Self Regression. D is

used to make the time series stable, and the mathematical form of this model is as follows:

p(B )(1-B)d Xt = q(B) at …(5)

Since

p(B) = 1- 1 B1 - 2 B2 -.. - pBp

q(B) = 1- 1B1 - 2B2 - … - qBq

Building a Time Series Model (Box and Jenkins 1976)

The construction of the time series model is carried out through several phases, some of which are repeated until a

suitable time series model is adopted to be adopted in the last phase, which is the forecasting phase.

Diagnosis

It is through this stage, which is the most important step in the construction of time series models, and the first

stage of the algorithm established by researchers Box and Jenkins in 1976, and the basis on which the model of the

time series. The graph is one of the main steps in the analysis of time series. Characteristics of the phenomenon

studied and geographically called the graph of the phenomenon. If the values ​ ​ of (Xt) take the direction of

increasing or decreasing with time, then the time series is unstable, but if it is distributed around its average over time

so that it can be confined between two upper and lower values ​ ​ then the series is stable. There are several ways to

detect whether the time series is stable or unstable, including:

The Autocorrelation Function: (Box and Pierce 1970)

The ACF is defined as a measure of the degree of relationship between the values ​ ​ of the same variable at

different time intervals. This function is one of the important methods used to know the behavior of the time series

and its stability through a successive K time, and its value is between (1). , -1) that is -1 k 1 and that the

generated function of the self-correlation is as follows: -

…(6)

Since:

Rate Series Views: Xt

X : represents the mean of the chain.

The statistical distribution of self-correlation coefficients is a normal distribution with a mean of zero and variance (1 \

n) where n represents the sample size.

Partial Autocorrelation Function (Box 2013) (Wei 1989)

Partial correlation function (PACF) is also an important function and is used to know the behavior of the series and

diagnosis as well as the function of self-correlation mentioned above. This function is related to the self-correlations

between Xt + k, Xt)) and note the rest of the values ​ ​ of the time series. To estimate the partial self-correlation

coefficients of the sample, we follow the following mathematical formula:

…(7)

Since:

j = 1, 2, 3,…, k

PACF is another important tool as well as an ACF that helps us to study the stability of time series and determine the

degree of model (AR), (MR) or mixed model (ARIMA) to represent time series data.

Unit Root Test (Pankratz 1983)
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Unit root tests are used to determine the degree of integration of the time series of the variables under study and to

determine whether the variables are stable or not. These tests detect the general direction of the vehicle. We will talk

about the Dicky-Fuller test as one of the best tests in standard studies.

Dickey - fuller test

This test was developed by David Dickey and William Fuller and is one of the important tests used to determine

the stability of irrigation time series and be of two types:

Dicky-Fuller test (simple)

This test was developed by Dickey and Fuller in 1979 to test the hypothesis that the chain contains the root of the

unit (ie, it is non-static) against the alternative hypothesis of the chain's silence (Harris 1995). Dickey Fuller is tested

by the following three equations (Gujarati 2004):

1. No fixed limit and time direction.

2. Fixed limit and no time direction.

3. With fixed limit and time trend

Test Augmented Dickey - fuller: -

There was much criticism of the simple Dickey-Fuller test. To avoid these criticisms, in 1981, Dickie and Fuller

developed this test to a new test called the Dickey-Fuller Extended Test (Dickey and Fuller 1981). Recent applied

economic studies used in time series analysis show that it is more efficient than the methods used to process data that

suffers from the root of ADF because it does not maintain the correlation error between residues and the ADF model

is described by the following equation (Sinoha-Lopete 2006):

…(8)

Since:

X_t: Time series to test.

∆: the first difference of the time series.

α, β, γ, δ: parameters to be estimated.

P: number of time bounces.

White noise has a mean of zero and constant variability and its elements are not self-related

After estimating the regression equation parameters, the following two hypotheses are tested:

The series (Xt) is unstable, which contains the root of the entity

Series (Xt) is stable

The value of the extracted ADF is calculated according to the following formula:

…(9)

The calculated ADF value is compared to the tabular t-value assumed by Mackinnon (1991). If the absolute value of

ADF is greater than the absolute table value, then we reject the null hypothesis H0 and accept the alternative

hypothesis H1. Then the first difference of the time series is required, then the second difference is taken, tested and

so on until a stable series is obtained.

Determine the rank of the model and estimate the parameters of the diagnostic model

Model rank (Box 2013) (Wei 1989)

After identifying the types of models and the characteristics and characteristics of each type must be know the rank

of the model and this is done through several statistical criteria, the correct choice of the rank of the model leads to the

accuracy of the model reached. The researcher (Wei, 1989) indicates that the time series by drawing a function ACF if
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it suffers from decay and that the series drawing of the PACF function suffers from the presence of segments, this is

proof that the model AR and the model rank is in the cutting area. Dependence on the behavior of the functions of the

correlation functions, but in such cases can be used by many statistical criteria in the diagnosis of the appropriate

model and determine its rank, including mention Hannan - Quinn Criterion (Hannan - Quinn Criterion) as well as

Akaike (Akaike) and Bayes standard (Bayesian n Criterion) and other criteria, It is statistical criteria we recall.

Akaike Information Criterion

This criterion was proposed by Akaike in 1973.This criterion shows that minimum values ​ ​ are preferred when

testing a model that measures competing models of unstable alternatives and is formulated as follows (Roberts and

Nord 1985):

…(10) 2

As:

n: number of views (sample size).

2_ϵ ^ 2: Estimates of variance of the remainder of the model.

h: number of parameters (model rank).

Schwarz Criterion (SC):

This criterion is used to determine the number of hysteresis intervals h when regression is performed, after which

the hysteresis period that achieves the lowest SC value is tested and Schwarz assumes the following function

(Schwarz 1978):

…(11) )

3. Hanna - Quinn Criterion (H-Q): Al-Nasser and Jumma 2013

The researchers Hanna & Quinn (1979) proposed a new criterion for determining the rank of the studied model

called Hanna - Quinn Criterion, which is abbreviated (H-Q) and formulated as follows:

…(12)

Since:

C: represents a constant amount such that C> 2.

Estimation of model parameters (Wei 1989)

The stages of constructing the Box - Jenkins model are sequenced. There are several methods that can be used to

estimate model parameters of the time series, including Moment, Exact Maximum Likelihood, Conditional Maximum

Likelihood, Approximate Maximum Likelihood, and Least. And many other common methods. The method used to

estimate the parameters of the model in the statistical program used is one that is the greatest possible function.

Exact Maximum Likelihood Function

The Likelihood function of the Xt time series depends on maximizing the function by making the sum of the least

error squares possible and the formula according to the following equation:

…(13)

…(

When the sample is large and after omitting the amount | Mn(p, q) | In the above formula and then take the logarithm of

the function possible, the equation becomes as follows:

…(14)
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For large samples, the information matrix is equal to (∅,)), which is available after the matrix of derivatives of the

order n x (p + q) is calculated.

Approximate Maximum Like hood Estimation is obtained from the above equation after taking its partial

derivatives.

The common variations of the estimates are calculated by using the inverse of the information matrix [(∅, θ)]-1.

Testing the suitability of the personalized model This is the next stage after determining the rank of the model and

estimating the parameters of the diagnostic model. During this stage, the time series is recalculated using the

previously reached model and then the residue is calculated and the residue is tested (equal to the difference between

the actual and estimated values). Or reached this stage works under the following

hypothesis:

H1: ρk ≠ 0 for some values of k
There are many tests used to check the suitability of the diagnostic model and here we will mention some of these

tests.

1- Box and Pierce: (Box and Pierce 1970)

This test was developed in 1970 by Box and Pierce researchers. …(15)

If the value extracted from the test is smaller than the tabular value at the specified significance level and the degree

of freedom, this indicates the suitability of the diagnostic model of time series data and accept the null hypothesis.

Similar to this test, Ljung and Box (Edward 2011) (Ramon 2008) in 1978 created a test for random string error testing

by calculating the residual correlation coefficients for a range of displacements. The test formula is as

follows: …(16)

Since:

n: Represents the number of views of the time series.

m: represents the number of offsets of self-correlation.

P: number of estimated parameters in the model.

2 k_k ^ 2: The squares of the self-correlation coefficients for the remainder of the model series represent rt = Xt - M

and then for the series rt2 the value of the test statistic Q (m) is compared with the tabular value of the kai square test

with a degree of freedom (mp) ie _ ((mp)) ^ 2 At the level of significance if Q _ ((m)) < _ ((mp)) ^ 2 or P-

Value ≥0.05 means not to reject the null hypothesis H0, that is, the errors are random. This means that the errors are

not related to each other and this means that the diagnostic model is appropriate.

Test Confidence Interval: (Box 2013) (Wei 1989)

In this test the sequence of residues {at} of the pre-diagnosed model is taken. This is assumed to be normally

distributed and eat at + k = 0 and the chain test after estimating its self-correlations (at) r k. Zero and variance of 1 / n,

that is (r ^ k (a) ~ N (0, 1 / n).

The estimation of the correlation coefficient for the remainder is equal.

…(17)
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If the correlation coefficients for the remainder in the diagnostic model fall within the confidence limits and 95%

confidence level in.

pr{r^k (a) | <1.96 } = 1-α

This indicates that the diagnostic model is appropriate for the time series data under study.

Forecasting: (Makridakis, Wheelwright, and Hyndman 1998)

The final stage of building the Box - Jenkins model is the prediction stage. After determining the type and order of

the model, then estimating the model parameters and examining the suitability of the diagnostic model through several

tests. We can predict the future values of the time series and what the data will be in the future by using the diagnostic

model, according to the following formula (Montgomery and Contreras 1977):

…(18)

If the model AR (1), the best prediction of the number of steps (L) is:

If the model AR (2), the best prediction of the number of steps (L) is:

X�t+L = φ1
L Xt−1+L + φ2

L Xt−2+L L ≥ 2
In the case of MA (q), the best prediction of the number of steps (L)

is:

In the case of the mixed model ARMA (p, q), the best prediction of the number of steps (L)

is:

Application side:

This includes the practical aspect where the data of the study are described for the Iraqi GDP for the period (1970-

2018) m obtained from the Ministry of Planning (Central Statistical Organization / Directorate of National Accounts)

where the application of modern time series analysis method of applying models (Box - Jenkins), based on the

Stability Stability Test, Model Diagnostics, Estimation and Proficiency Test based on GRETL, and then the best GDP

forecast model for the next 10 years from 2019 to 2028.

Data analysis

After data collection, which is the first phase of the Box - Jenkins methodology, we draw the data series

represented by GDP using GRETL to identify the behavior of the series and its initial characteristics.

Figure (1) Draws the original GDP time series from 1970 to 2018.
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From Figure (1) above, it is clear that the time series is unstable due to the large variation between GDP values by

years. For more accuracy, we draw both the ACF function and the PACF partial correlation function, respectively:

Figure 2 Draws the ACF self-correlation function and the PACF partial correlation function for the time series
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From Figure (2), we notice that the ACF function is outside the confines of confidence. This indicates the lack of

stability of the series and the same form of PACF that the first displacement is outside the confines of the confidence

of the partial self-correlation coefficients.

To get rid of the instability of the series, the natural logarithm and the second difference were taken to reach the

stability of the time series. The graph of the resulting series becomes as shown in Figure (3).

Figure 3 Draw the time series after taking the natural logarithm and the second difference
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Figure 4 Plot the functions of self-correlation and partial self-correlation after taking the natural logarithm and the

second difference
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In Figure (3) and (4) above, we note that the series has achieved stability and morale and to make sure that we are

.finally doing the Dickey Fuller Augmented Test results as shown in Table (1) below

Table 1 shows the results of the expanded Dicky Fuller test

With constant and trendWith ConstantWithout constant

-2.3625-2.35393-2.34875Estimated value

-4.38148-4.45355-4.50428Test statistic
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0.0022840.00023337.439e-006p- value

It is noticed from Table (1) that the values of (p- value) for the three models are less than 0.05, ie that the time series

is stable and thus we have achieved stability.

Testing and estimating the model:

At this stage, an appropriate model is identified for the time series under study.

Table (2) represents the proposed models (ARIMA (p, d, q)) of the series and differentiation criteria.

ARIMA(0,2,0)ARIMA(0,2,1)ARIMA(1,2,2)ARIMA(2,2,1)ARIMA(0,2,2)ARIMA(2,2,2)

91.6915869.3646071.2310071.1658070.1626072.54733AIC

93.0840371.4532774.7121274.6469272.9474976.72466
H-

Q

95.3918874.9150480.4817480.4165477.5631983.64821SC

It is clear from Table (2) that the best model can be selected is ARIMA (0,2,1). The parameters of the model were

estimated according to the maximum approximation method and the results are as follows:

Table (3) represents the estimated value and significance of the parameter.

valueStd. errorValues ZP-Value

−0.7365070.101775−7.2370.0001

Diagnosis

This stage is one of the most important phases of the analysis where it is to verify the suitability and efficiency of the

model by analyzing the residues through the drawing of the functions of self-correlation and partial self-correlation of

the remainder of the model selected as shown below Figure (5):

Figure 5: Drawing of ACF and PACF for the residues.
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Note from Figure 5 that the values of the correlation coefficients for all residues are within confidence limits, which

means that the sequence of residues is random and the model used is good and appropriate.

Through the application of the test (Ljung-Box), which depends on the residues to check the suitability of the model

the results emerged as follows:

Ljung-Box Q' = 15.2628

with p-value = P(Chi-square(15) > 15.2628) = 0.4327

Note that (Ljung-Box Q '= 15.2628) is less than the tabular value Chi-square and the degree of freedom (15) and a

significant level (0.05) is equal to (25.00), which means that the errors are not related to each other.

Forecasting

After determining the model ARIAM (0,2,1), which was chosen statistically acceptable and after the necessary tests to

ensure its validity. We will predict Iraqi GDP for the period 2019-2018 as shown in Figure (6) below, and Table (4)

shows the predictive values and the maximum and minimum values of forecasting based on the gretl program.

Figure 6 shows the time series graph of the Iraqi GDP and the predicted values.
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Table (4) shows predicted values and confidence limits.

maximumminimumPredicted valuesStd. errorYear

6607591771043331812625625770.4708742019

1210742930618547842736608160.7587382020

2205455719366417922842884641.045312021

4092001289211700922943264251.342932022

7782940033118507303036845331.654952023

1520362920864153243123078631.982342024

3051548205133578123200859142.325222025

6289924516316999343269768722.683392026

1330512194938329263328824563.056512027

2886267015593953003377781923.444192028

From the results of table (4) we note that there is an increase in the values ​ ​ of GDP for the coming years.

Conclusions

The time series of the Iraqi GDP for the period (1970-2018) when the analysis was found to be unstable in the

average and variance, so the conversions were made on the time series by taking the natural logarithm and the first

difference and then the second difference of data, has been achieved stability through the use of correlation functions
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Self-correlation and partial self-correlation, as well as an extensive Dicky Fuller test were conducted and the results

confirmed the stability of the time series, and then obtained the appropriate model to represent the time series that has

the lowest value of the three criteria (AIC - SC - HQ) and ARIMA (0.2,1) For the purpose of use in a Prediction has

been confirmed the diagnosis of the specimen chosen through the use of statistical tests and the health of the two test

(Ljung - Box) and test residuum draw self-correlation functions and self-correlation partial residuals suggesting an

appropriate form prescribed. Finally, using the selected model ARIMA (0.2,1), the Iraqi GDP was predicted for the

period from 2019 to 2028, and according to the values ​ ​ obtained we note that there is an increase in the values

​ ​ of Iraqi GDP for the coming years.
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