
International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 04, 2020 

ISSN: 1475-7192 

Received: 02 Oct 2019 | Revised: 30 Sep 2019 | Accepted: 15 Jan 2020                          5  

An effective noise reduction technique for 

class imbalance classification 
 

1Dr. P Ratna Babu, 2P. Lokaiah 

 

Abstract--The paper presents a unique approach to handle noisy instances in the data sources using the 

novel technique of priority instance picking for weak range feature subsets. The technique used in the proposed 

approach quickly identifies the noisy instances in the data source than the benchmark C4.5 algorithm. The C4.5 

algorithm also removes the noisy instances from the formed decision tree but in the final stage by applying the 

pruning technique. The results conducted on 12 UCI datasets suggest that the proposed approach performs better 

than the benchmark algorithm.  
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I INTRODUCTION 

The quality of predictive model developed is depended on the training data provided for classification model 

building. The training data provided is of erroneous in nature such as with noisy, missing and outlier instances then 

the predictive model developed will be insufficient for unseen instance prediction. The training data can also be in 

the form of class imbalance nature. The existing approaches are not capable of effectively handling all real world 

datasets [1]. Exclusively, the datasets of noisy, class imbalance in nature have decreased the overall classification 

performance [2-7]. The binary dataset have two sub classes named majority and minority where an effective 

classification results can be seen in majority class with good number of instances and very ineffective classification 

results can be seen for minority class with less number of instances [8].    

Class imbalance ratio (IR) for different real world datasets can be range up to 1:99 % for different real world 

datasets where the intrinsic datasets properties projected in a exclusive way[9]. The main areas of applicability of 

data sources are widely from secure data transfer [10-11], clinical analysis [12], geographical image analysis [13], 

credit loss detection [14] and computer aided biological analysis [15]. In this paper, we propose a new technique 

for effective classification for noisy class imbalance datasets.  

The remaining paper is organized as follows: section 2 presents the distinct related literature in the research 

area. The proposed methodology with brief description is presented in the section 3. Section 4 describes the 

complete experimental set up with all the datasets used in the study. Section 5 presents the results of the 

experimental simulation with explanation for the behaviour of specific datasets. The conclusion and future work 

of the study are presented in section 6.         
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II RELATED WORK 

In data mining approach, the key concept is to build efficient model from the existing data. One of the 

drawbacks that arise in the model building is about the encounter of noisy instances in the data source. 

Noisy data removal is one of the key issues for better knowledge discovery from the data sources. K. V. Uma 

[16] has investigated on the concept of noisy data rectification using feature selection technique. They have also 

pointed out various drawbacks with the noisy data such as excessive storage space, adverse branch formation for 

improper model building etc.One of the main issues occurs due to the noisy instances data set is known as “over 

fitting”. In over fitting the tree build is of oversize leading to noisy and unnecessary branches.  Nittaya Kerdprasop 

et al.,[17] have worked on the noisy instance removal using the clustering and visualization technique prior to tree 

building process. 

The existence of noisy instances in the medical data sources also severely affects the predictive outcome of the 

classification. Dragan Gamberger et al.,[18] have investigated on the issue of noisy removal for predicting coronary 

artery disease diagnosis.Ensemble classifier learning is also one of the effective technique for counter balancing 

the noisy instance in the data set. THOMAS G. DIETTERICH [19] have done an empirical comparative study for 

forming different ensemble of decision tree approaches.   

Uncertainty in the dataset is one of the reasons to analyse when dealing with scalable dataset. Cèsar Ferri et al., 

[20] have experimented with different level of uncertainty conditions for different threshold levels.Ensemble 

technologies are one of the effective techniques for improving the performance of the classifiers.  Ludmila I et al., 

[21] have proposed a method for classifier combination using different ensemble methods to generate efficient 

classification for a vast benchmark datasets.Shaghayegh Gharghabi et al.,[22] have worked in the area of data 

streams for effective classification using the dimensionality reduction technique. The above literature indicates the 

need of an improved approach for handling datasets with class imbalance nature and misleading instances.  

 

III  PROPOSED APPROACH  

In this subs section, we present the proposed approach for improving noisy datasets.  

In the initial phase, the dataset is applied for preprocessing stage, where missing values are removed by using 

different techniques. The techniques used for removing missing values are like average the reaming existing values 

and replacing the average value in the missing spaces. Another technique used for removing missing values is by 

default values in the missing spaces.  

In the next stage, the processed data is applied for a attribute selection algorithm which can pick the best 

attributes in the dataset and the reaming irrelevant or un important attributes are removed for the existing 

approaches. But, in the novel proposed approach the so called irrelevant attribute are not completely removed, 

unless the weak ranges of the instances in these attribute are identified and removed. 

In the third stage, a specific visualization technique is used to project the instances on a two dimensional plane 

and the far away instances from a form origin are identified and removed. In the final stage, the improved dataset 

is applied to a base algorithm for generating the evaluation metrics. In this case C4.5 algorithm is used as a base 
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algorithm. Indeed, the point to be noted is that in C4.5 decision tree post pruning technique is applied for removal 

of unnecessary branches of the formed tree.      

 

IV EXPERIMENTAL SETUP  

The experimental study is conducted on well-known 12 binary class imbalance datasets from UCI [23] machine 

learning repository. Table 1 presents the properties of datasets such as S.no, name of the datasets, number of 

examples, number of features, majority and minority class and class imbalance ratio.  

 

Table 1: Summary of benchmark imbalanced datasets 

 

The evaluation metrics used for the experimentation are accuracy, root mean square error and tree size.The 

experimental methodology used is 10 fold cross validation for 10 runs. All the performance metrics are measures 

with an average of 10 runs. The algorithms compared are simulated using the open source tool kit WEKA [24] for 

standard configurations of system. 

 

V RESULTS 

The experimental results of the proposed approach are presented in this section. The results are compared on 

the evaluation metrics such as accuracy, root mean square error and tree size.The accuracy results are presented in 

the table 2, with both mean and standard deviation values. Out of the 12 datasets used for comparison, the proposed 

algorithm has improved its value on 6 datasets, decreased its value on 5 datasets and remains unchanged on 1 

datasets.The summaries of results for root mean square error are presented in the table 3. The results indicate that 

the proposed algorithm have performed well on 10 out of 12 datasets. The results of tree size are presented in the 

table 4. These observations from the results present that the proposed algorithm have produced better values on 10 

out of 12 datasets. The proposed algorithm has not performed well on two datasets of horse colic. The reason may 

be due to less amount of noise present in these datasets.  

 

Table 2: Summary of tenfold cross validation performance for Accuracy on all the datasets 

_____________________________________________________________________ 

Datasets   C4.5     Proposed 
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_____________________________________________________________________ 

Breast-cancer              74.28± 6.05●  75.26±5.04 

Horse-colic.ORIG          66.31± 1.23●  77.20± 5.63 

Horse-colic                85.16± 5.91  85.43± 5.95 

German_credit              71.25± 3.17○  70.00± 0.00 

Pima_diabetes              74.49± 5.27○  65.11± 0.34 

Cleveland-14-heart-diseas 76.94± 6.59●  77.23± 6.47 

Hungarian-14-heart-diseas 80.22± 7.95●  81.05± 7.39 

Heart-statlog              78.15± 7.42○  77.37± 6.34 

Hepatitis                  79.22± 9.57●  82.93± 8.43 

Ionosphere                 89.74± 4.38○  74.93± 4.91 

Labor                      78.60±16.58●  84.97±14.24 

Sonar                      73.61± 9.34○  53.38± 1.63 

___________________________________________________________ 

 

Table 3: Summary of tenfold cross validation performance for Root_mean_squared_error on all the datasets 

_____________________________________________________________________ 

Datasets   C4.5   Proposed 

_____________________________________________________________________ 

Breast-cancer              0.444±0.037●  0.436±0.034 

Horse-colic.ORIG          0.473±0.004●  0.398±0.050 

Horse-colic                0.352±0.060●  0.351±0.063 

German_credit              0.476±0.028●  0.458±0.000 

Pima_diabetes              0.439±0.042●  0.477±0.001 

Cleveland-14-heart-diseas 0.281±0.039●  0.260±0.037 

Hungarian-14-heart-diseas 0.252±0.043●  0.247±0.038 

Heart-statlog              0.429±0.077●  0.417±0.053 

Hepatitis                  0.404±0.096●  0.367±0.070 

Ionosphere                 0.299±0.081○  0.424±0.030 

Labor                      0.401±0.170●  0.304±0.167 

Sonar                      0.491±0.093○  0.499±0.001 

___________________________________________________________ 

 

Table 4: Summary of tenfold cross validation performance for Tree Size on all the datasets 

_____________________________________________________________________ 

Datasets   C4.5   Proposed 

_____________________________________________________________________ 

Breast-cancer              12.78●   7.93 

Horse-colic.ORIG          1.00○   56.38 

Horse-colic                8.80○   10.37 
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German_credit              126.85●   1.00 

Pima_diabetes              43.40●   1.00 

Cleveland-14-heart-diseas 42.52●   27.34 

Hungarian-14-heart-diseas 10.53●   4.27 

Heart-statlog              34.64●   21.43 

Hepatitis                  17.66●   4.08 

Ionosphere                 26.74●   3.00 

Labor                      6.92●   5.92 

Sonar                      27.90●   1.00 

___________________________________________________________ 

 

 

 

Figure 1: Trends in Tree Size for Proposed approach versus C4.5 on 12 datasets 

 

VI CONCLUSION 

The technique used in the proposed approach quickly identifies the noisy instances in the data source than the 

benchmark C4.5 algorithm. The C4.5 algorithm also removes the noisy instances from the build model by applying 

the pruning technique. The experimental results observed from 12 UCI datasets indicated that the proposed 

approach is a completive one when compared with existing techniques. In the future direction, we apply the 

proposed technique to uncertain and incomplete data sources.  
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