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Abstract--- To enhance the real and reactive power of the generator vary with in the certain limit and fulfills the 

load demand with less fuel cost, such as power balance. A divergent of the basic PSO method, is determined by 

incorporating chaotic sequences to enhance its consummanation. Two different example problems comprising 6 and 

15 generating units are solved to demonstrate the effectiveness of the specific task. The results of CPSO are 

compared with GA and PSO techniques. The generation costs is lower, New method can result in great economic 

effect. For ELD problems, the CPSO method is more feasible and effective alternative approaches than the 

traditional particle swarm optimization algorithm. 

Keywords--- Economic Dispatch, Metaheuristic Methods, Chaotic PSO Algorithm, Power Generation Dispatch, 

Chaotic Sequences. 

I. INTRODUCTION

ELD problems have complex and nonlinear characteristics with equality and inequality constraints. The purpose 

of ELD is to determine the optimal combination of power generations that minimizes the total generation cost while 

satisfying the constraints. In recent years, a lot of researches have been done and various mathematical programming 

optimization methods have been employed for solving ELD problems.  

The prevalent mainstream techniquess bring in the rectilinear programming algorithm [1], quadratic 

programming algorithm [2], non-linear programming algorithm [3], dynamic programming algorithm [4,5], 

Lagrangian relaxation algorithm [6,7] etc. mean while individual have some defects: this should create huge 

blunders to use the rectilinear or linear programming algorithm to regulate the model of ED; for the boxlike 

programming and patchy programming algorithms, the empiric function should be looped and differentiable. This 

proposed method is combine both the best or good particals in the metaheuristic optimization algorithm. 

Now a days most probably development of artificial intelligence technology used to solve the ELD dilemma, 

such as the genetic algorithm (GA) [8–10], improved GA [11], neural networks [12,13], pretended hardening and 

tabu search techniques [14].To find the solution for the ELD problem of units with valve point defects efficiently, a 

composite proposal methodology combining sequential quadratic program and partial swarm optimization 

techniques. This is the method has been proposed for current scenario for economic load dispatch.  

 CPSO approach for rectifying the ELD dilemma in an analysis of power system have been imported. In general 

real or practical power system operation, the current techniquess calculated the nonlinear characteristics of a 
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particular generator for such as been ramp rate controls or limitss and restricted in the area of functional area. It 

demonstrated for two power systems. The performance of the CPSO approach based ELD problem is compared with 

GA and PSO in the aspects of solution quality and computation efficiency. For the ELD problem, the final outcomes 

of simulating the software shown that the proposed method have best confluence effects and can attain the minimum 

generation cost than the existing methods like GA and PSO. 

II. ELD FORMULATION 

The empiric of ELD complication is to catch an optimal power generation schedule while derogate fuel cost and 

also satisfying various power system operating constraints.  

III. CHAOTIC PARTICLE SWARM OPTIMIZATION 

A. General PSO Technique 

Particle swarm optimization (PSO) is one of the best empirical optimization algorithms for swarm of particles. 

The clean PSO repose of a mass of particles propelling in the dimensions of D for possible solution in the occur of 

dilemma. Individual particle implants the applicable observation concerning the decision variables D and is 

connected with a strongest that producing an evidence of it is consideration in the primary or objective particle of 

space. Individual particle has i has a position X i = [X i, 1, X i, 2 ….X i, D] and a flight velocity V i = [V i, 1, V i, 

2……V i, D] . To boot, a swarm comprise every particle i own good or best position pgood i = (pgood i, 1, pgood 

i,2, ……., pgood i, D) found so far and a global good particle position ggood = (ggood i, ggood i, ……., ggood D) 

determined for entire all the particles in the swarm so far. 

The normal pratical usage of standard PSO algorithm can be defined as for the calculation of expression, 

V i, d 
k+1 = W  V i, d 

k + C1  rand1  (pgood i, d
k

 – X i, d
k) +  C2  rand2  (ggood d

k – X i, d 
k) (1) 

 X i, dk+1 = X i,dk + Vi, dk+1  (2)  

i= 1, 2………, n; d= 1, 2………., D 

Where W is a factor of weight; c1 is a apprehension acceleration factor; c2 is a amusing acceleration factor; 

rand1 and rand2 are two mediate or medium accurate numbers for linerly appropriated between the values of 0 and 

1; Vi, d k is the orginal change of velocity of particular particle i at the rate of iteration k; X i, d k is the dth position 

of dimension each and every particle i at iteration k; pgood i, dk is the dth dimension for the real good position of 

particle i until iteration k; ggood dk is the dth dimension of the good particle in the swarm at iteration k. 

The t variation in time for weighting function was normally imported in for which W is given by 

W= W max - (W max – W min) × Iter / Iter max (3) 

Here W min and W max are finall and initial weight of the particle accordingly, Thus the parameter W regulates 

the trade-off between the global and the local exploration abilities of the swarm. A huge inertia weight smooth 

expedition, while a small one tends to smooth profiteering. 



International Journal of Psychosocial Rehabilitation, Vol. 23, Issue 04, 2019 

ISSN: 1475-7192 

Received: 16 Sept 2019 | Revised: 18 Oct 2019 | Accepted: 15 Nov 2019               1182 

B. Proposed CPSO Technique  

One of the simplest dynamic systems evidencing chaotic behavior is the iterator called the logistic map, whose 

equation is described as follows: 

fk=µ.fk-1.(1-fk-1)   (4) 

where µ is a control parameter and has the real value between [0,4]. In this paper, the new weight is determined 

as multiplying Eq. (5) by Eq. (6) in order to increase the global searching capability as follows: 

 Wnew = W × f (5)  

This method compares scheme statistics for 6-units and also for various values are evaluated compare to 

conventional methods. This paper deals with better solution for particle swarm optimization techniques 

Whereas, the conventional weight reduces monotonously from Wmax to Wmin, the weight reduces and 

oscillates continuously for total iteration as shown in Fig. 1. 

 

Fig. 1: Correlation of weights by each approach 

IV. CPSO PROCESS FOR ELD PROBLEM 

CPSO method to solve ELD problems with restraint is established to get a great quality solution. The CPSO 

method is used to determine the best generation power of every unit, thus reducing the total generation cost. The 

proposed CPSO design not only enrich the definitive PSO design but also fasten new plan to find the improved 

result than PSO design by affix the chaotic continuance for weight parameter.  

V chronology 

To confirm the capability of the agreed ELD trouble using CPSO method, two analysis including 6- unit scheme 

and a 15-unit scheme are selected. In these method, the ramp rate limits and prohibited zones of the units are taken 

into account in the practicably. The results by CPSO method are analogy with GA and PSO method. The plans are 

implemented in Matlab.Test system 1 

A. Evaluation structure 1 

The proffer structure is enforced on a small test structure consisting of 6 generating units with a capacity demand 

of 1263 MW. The structure data of this method is mentioned in Table 1. Table 3 illustrate the best propagation 
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schedule and total propagation outlay obtained by GA, PSO and CPSO access. It is derive from the Table that the 

proffer CPSO advent equip lesser fuel cost than the other advent. Moreover, the probality results of the minimum, 

maximum and mean fuel cost acquire by various methods are compared. From Table 4, it is evident that the proffer 

CPSO advent defeat the other accession. 

Table 1: Scheme statistics for 6-units 

Unit(i)   ai bi ci    POZs 

1 100.02 500.02 240.02 7.02 0.0071 80.02 120.01 440.02 [210.02,240.01],[350.01,380.04] 

2 50.04 200.04 200.04 10.03 0.0096 50.04 90.03 170.04 [90.04,110.01],[140.04,160.03] 

3 80.01 300.04 220.02 8.54 0.0091 65.03 100.04 200.02 [150.04,170.03],[210.02,240.04] 

4 50.03 150.03 200.04 11.02 0.0091 50.02 90.03 150.03 [80.03,90.04],[110.04,120.04] 

5 50.02 200.02 220.04 10.6 0.0081 50.04 90.02 190.04 [90.04,110.02],[140.03,150.04] 

6 50.04 120.04 190.01 12.01 0.0076 50.03 90.04 110.02 [75.02,85.04],[100.02,105.04] 

Table 2: Scheme statistics for 15-units 

Table 3: Good solution for 6-unit system 

Unit (MW) GA PSO CPSO 

P1 473.8066 447.5970 434.3350 

P2 178.7363 173.4221 173.4276 

P3 261.2089 262.4745 273.2358 

P4 133.2826 138.0594 129.0132 

P5 150.9039 164.4761 178.6051 

P6 75.1812 86.1280 86.7625 

PL 13.1217 13.9584 13.9562 

Minimum cost ($/hr) 15,458 15,454 15,448 

Table 4: Results attain by various methods for 6-unit system 

Compared items GA PSO CPSO 

Max. cost 15525 15493 15491 

Min. cost 15,458 15,451 15,448 

Mean cost 15468 15456 15448 

CPU time (sec) 41.88 14.88 17.24 

 

Unit(i)   ai bi ci    POZs 

1 150.04 455.8 671.7 10.2 0.000298 80.02 120.04 400.4  

2 150.03 455.8 574.4 10.3 0.000184 80.02 120.02 300.2 [185.02,225.04],[305.01,335.02],[420.01,450.4] 

3 20.01 130.8 374.8 8.89 0.001127 130.04 130.01 105.4  

4 20.02 130.8 374.8 8.89 0.001126 130.04 130.01 100.1  

5 150.04 470.8 461.2 10.5 0.000204 80.04 120.04 90.2 [180.4,200.4],[305.4,335.4],[390.3,420.3] 

6 135.04 460.7 630.4 10.7 0.000302 80.07 120.03 400.4 [230.4,255.4],[365.2,395.4],[430.2,455.4] 

7 135.02 465.8 548.7 9.75 0.000365 80.07 120.03 350.1  

8 60.05 300.8 227.4 11.4 0.000337 65.06 100.01 95.4  

9 25.04 162.7 173.9 11.7 0.000806 60.04 100.01 105.1  

10 25.7 160.8 175.6 10.8 0.0012033 60.07 100.01 110.4  

11 20.6 80.7 186.4 10.6 0.0035867 80.07 80.05 60.3  

12 20.8 80.8 230.7 9.95 0.0055133 80.08 80.05 40.2 [30.02,40.04],[55.05,65.02] 

13 25.4 85.7 225.9 13.2 0.0003713 80.04 80.05 30.02  

14 15.56 55.6 309.4 12.4 0.0019291 55.04 55.1 20.01  

15 15.4 55.6 323.4 12.6 0.0044477 55.04 55.1 20.11  
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Table 5: Good solution for 15-unit system 

Unit (MW) GA PSO CPSO 

P1 415.31 439.12 454.99 

P2 359.72 407.97 380 

P3 104.42 119.63 129.99 

P4 74.98 129.99 129.99 

P5 380.28 151.07 169.568 

P6 426.79 459.99 460 

P7 341.32 425.56 429.98 

P8 124.79 98.56 78.1358 

P9 133.14 113.49 52.374 

P10 89.26 101.11 157.564 

P11 60.06 33.91 79.92 

P12 50.0 79.96 79.906 

P13 38.77 25.0 25.633 

P14 41.94 41.41 16.539 

P15 22.64 35.61 15.3854 

PL 38.2782 32.4306 31.964 

Minimum 

cost ($/hr) 

33113 32858 32766 

Table 6: Results attain by various methods for 15-unit system 

Compared items GA PSO CPSO 

Max. cost 33337 33339 33324 

Min. cost 33115 32858 32766 

Mean cost 33228 33039 33028 

CPU time (sec) 49.34 26.59 28.36 

 

Fig. 2: Concurrence tendency of CPSO for 15-unit system 

B. Evaluation structure 2 

In system 2 CPSO algorithm is adapted on a huge test system reposing of the 15 generating units. The 

transmission losses and crooked operating zone are examined. The total load demand of the system is 2634 MW. 

The generator consents, sufficiency cap ramp rate limits and barred zones are given in Table 4. The optimal 

generation schedule, cost and power loss obtained by the proposed CPSO approach are compared with GA and PSO 

approaches in Table 5.Besides, the statistical outcomes of 50 self reliant trials for the 15-unit system are tabulated in 
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Table 6. The provisional outcomes certainly show that the expected CPSO access is proficient of generating bigger 

quality solution compare to other evolutionary methods. 

The concurrence aspect of CPSO is portraying in Fig. 2. It is seen from Fig. that CPSO concurrence more 

quickly. It is cleared from Tables 2 and 5 that the cost found from CPSO is the lowest among the GA and PSO 

approaches. As from Tables 3 and 6, the average CPU time of the CPSO approach is more than those of the PSO in 

both the test systems. This approach because the CPSO technique involves most chaotic local search procedures in 

all generation.  

V. CONCLUSIONS 

The current method has been enforced in two power systems and related with GA and PSO methods. Lot of 

nonlinear characteristics of the generator such as ramp rate limits and restricted zones are taken in the part of 

practical generator operation in the proposed CPSO method. Relating with GA and PSO methods, the fuel economy 

of the generator found by CPSO method is minimized. The CPSO concurrences faster. The cost found from CPSO is 

the minimum among the GA and PSO techniques. The outcomes seen that the current methods are useful and 

efficiency for ELD problems, which are huge scale constrained nonlinear optimization problems.  
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