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Abstract--The quality of information is an important issue in the present age. Preciseness of news or 

information through social media is very important and it is an increasing problem in our society. Fake news is the 

misleading or wrong information that is spread over the internet to damage the popularity of person or 

organization. To overcome the problem, research should be done to classify whether the news is ‘Real’ or ‘Fake’. 

To classify the news, a machine learning algorithm is adopted. In the process of classifying news classifier 

algorithm like Support Vector Machine algorithm, Naive Bayes algorithm, Decision Tree algorithm, Random 

Forest algorithm, and Logistic regression classifier algorithm are required. Initially data sets are extracted and it 

should be processed by the machine learning algorithms. Buzzfeed, Credbank, Phema are some of the datasets 

which can extract the required information from social media. In our model the contents are processed through all 

the algorithms which will predict whether the news on social media is ‘Fake’ or ‘Real’ and the probability of truth.  

Keywords-- Fake news, classifier, machine learning, data sets. 

 

I INTRODUCTION 

In olden days the process of news is collected by professionals. Then the news is edited and published to the 

society. The whole process is supervised by police. The chance of publishing wrong information is impossible. 

The trusted mode for publishing the information is by newspapers and televisions.    

 

Figure 1: Traditional news publication pattern 
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Now a day’s internet is getting popular in our society. There is a lot of change in the publication of news. In 

present days social media is the fastest mode for spreading the news in the world. But social media is a two sided 

knife [1]. It has advantages as well as disadvantages.  

In social media there is cross verification of news by police and anyone can publish the news in society. Taking 

social media as a weapon so any people are publishing wrong information to spoil the popularity of some people 

and organizations. So there is a necessity to stop fake news publication in the social media. Due to absence of cross 

verification of publishing data through social media there is a threat in increase of fake news.  

 

 

Figure 2: Internet news publication pattern 

 

So there is a need to check the truth of the published information. To check it we need software which can 

classify which news is true. The required software should determine and classify the truth news. There are so 

many classifiers like Naive Bayes classifier, Random forest, support vector machine, stochastic gradient descent 

and Logistic regression classifier. [2] 

 

 

 

 

 

 

 

 

 

 

Figure 3: Process of classification 
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II CLASSIFIER 

A. Data sets: 

Some of the datasets are 

• BUZZFEED  

• CREDBANK 

• PHEMA. 

B. BUZZFEED: 

Buzzfeed news makes datasets, libraries, analysis, guides and tools used in their articles available in github. 

The first data set was collected on September 2016 by journalists from its company over 2000 posts from some 

big verified FACEBOOK pages. The journalists from buzzfeed fact checked the posts noting as mostly true, 

group of both true and false, mostly false, no factual data. 

C. CREDBANK:: 

This data set was a collection of posts from the social media platform, from its public feed and identifying the 

topics in the posts. In this dataset, contains more than 50,000,000 posts as false news. [5] 

D. Phema Rumor Dataset: 

University of warwick developed the phema rumor dataset in cooperation with swiss broadcasting company. 

It was developed in a set of 330 rumorous source posts across 140 tweets. In this posts 158 were classified as 

real, 69 was fake and 103 are unverified. 

 

III  CLASSIFIERS 

 Naïve bayes classifier 

 Decision tree classifier 

 Random forest classifier 

 Support vector machine classifier 

 Logistic regression classifier 

 Stochastic gradient descent 

A. Naïve bayes classifier 

Naïve bayes classifier is machine learning algorithm among the easiest Bayesian community model. This 

classification algorithm is primarily based on assumption of non-dependant events. This algorithm is a kind of 

probabilistic classifier. The probability of event will be between 0 and1. The output of the classifier offers the in 

between it. Classifier estimates the chance relationship for every and each case such as the prevalence of that 

given event or case.[3]  

𝑃(𝑃|𝑄) = 𝑃(𝑄|𝑃) ∗
𝑃(𝑃)

𝑃(𝑄)
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B. DECISION TREE CLASSIFIER: 

Decision tree classifier is a well-known classifier. The structure is like a flow chart with tree structure. Every 

node indicates a test on attribute value and every branch gives the effect of the event or test. The leaves of tree 

characterize class of the distribution. [4] 

For example in the classification of a set containing numbers, color and underline  

 

Figure 4: Decision tree classifier  

 

C. The Random Forest Classifier: 

Random forest classifier, by the name of the title refers, consists of a many independent decision trees that 

can function as an ensemble. Ensemble algorithms are the algorithms which combine algorithms of distinct kind 

or identical for classifying objects. Each individual decision tree in the random forest gives out a class prediction 

of the events or cases and the category with the most rated or voted will become our final prediction. [4] 
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Figure 5: Random forest classifie 

 

D. Support vector machine: 

Support vector machine algorithm is abbreviated as SVM algorithm. It is mostly preferred classification 

algorithm as it can produce big accuracy. SVM algorithm may be used for classification tasks and regression. 

 

 

 

 

 

 

 
 

 

 

 

Figure 6: Support Vector Machine Graph 

The goal of the SVM algorithm is to locate the hyperplane in an N-dimensional space. Thus the SVM can 

noticeably classify the fact points.[6] 

 

E. Logistic regression classifier: 

 

                                      

Figure 7: logic regression graph 
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Logistic regression classifier deals with the statistics and statistical learning method which is categorized 

under the supervised machine learning. The probability in this model is labeled between 0 and 1. [7] 

 

IV Stimulation  

In executing the project we can use two types of software. They are python and anaconda. When we are using 

this software we should have machine learning packages.  

The packages are 

 Sklearn 

 Numpy 

 Scipy 

Using the required commands we should install it into our machine or PC. While using python, we need to 

setup the path variables. When the software is successfully installed we can execute the progr 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Stimulation module flow chart 
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For the fake news detection module datasets should trained. Preprocessing of the datasets is done and 

classification process is started. The input goes through all the classifiers and the final classification model will 

check the user input. The output the machine learning module will give the probability of truth of the news and 

gives whether the news is true or false. 

 

V STIMULATION RESULTS 

Table 1: Summary results of false news 

_____________________________________________________________________ 

S.No.  Input news              Probability of truth      True or false     

_____________________________________________________________________ 

                    1          Nearly half of African-American        0.7362282                               True  

                    children under the age of 6  

                                are living in abject poverty 

                   2    When Obama was sworn into office,   0.4757452                               False 

                               he DID NOT use the Holy Bible, 

                               but instead the Kuran (Their  

                               equivalency to our Bible,  

                                but very different beliefs) 

                  3           Chemical weapons have been               0.6322886                                True 

                               used probably 20 times since 

                                the Persian Gulf War 

                  4             A flight from Atlanta to          0.485419                                 False 

                                 Houston was canceled due 

                                 to a terrorist dry run 

                  5            Bill McCollumhas "recovered             0.5659615                              True 

                                $200 million in Medicaid fraud." 

                  6            Social Security is a Ponzi scheme.      0.2704136                              False 

_________________________________________________________ 

 

VI CONCLUSION 

In this paper we have learned the traditional and the present day news process of publication to the society. 

We came across through the different classifier and the datasets. The different classifier what we have discussed 

are like Naive Bayes classifier, Random forest, support vector machine, stochastic gradient descent and Logistic 

regression classifier. In this machine learning module we will get both the probability and truth of the news.  
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