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ABSTRACT--- Patients with diabetes requires continuous monitoring of blood glucose level. Over the past 

few decades, Continuous glucose monitoring (CGM) has become a very helpful tool to manage and record glucose 

levels in the blood. With the help of CGM, the control and regulation of blood glucose can be achieved. Collecting 

the data from CGM, the paper attempts to predict future glucose levels by applying Auto Regressive Moving 

Average (ARMA) model. This predicted glucose level can be used for forecasting, and immediate appropriate action 

can be employed to avoid the risks related to diabetes. A good efficient model and a controller can be developed to 

improve the control using the Model Predictive Control technique with the predicted data set. The major risks that 

can be avoided are hyperglycemia and hypoglycemia. This paper elaborates on the estimation and prediction of 

blood glucose levels using the ARMA model in MATLAB platform. The CGM data is collected from a type 1 diabetic 

patient, and five-day data is recorded using the CGM device. The time series of the collected raw data is analyzed, 

and the parameter estimation is obtained. The model order is selected, and forecasting models are determined. This 

type of method for prediction gives good prediction with a lesser error when compared with original raw data and 

estimated values. 
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I. INTRODUCTION 

Being the second most populated country in the world, India is facing major health-related issues, among which 

Diabetes is rapidly growing. As the lifestyle of the people is changing with the technology that seems to make the 

quality of life the man lives is also changing. With the increase in the complications related to diabetes and the 

cost of affording medication is lakhs together to get better control and monitoring while keeping aside the regular 

insulin injections. It is important to maintain blood glucose in a very narrow range, say 70-110 mg/dl [1]. Many 

external disturbances affect the levels of blood glucose and lead to various complications. The main control of the 

blood glucose is through the pancreas which releases hormones like insulin and glucagon, which regulates the level 

of blood glucose. Among types of diabetes Type 1 is autoimmune, which destroys the Beta-cell, and the production 

of insulin is nullified. Such patients depend on the external injection of insulin to maintain blood glucose [2]. 
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In several clinics and hospitals, the glucose management and diagnosis of blood glucose level in the body is 

still determined using the finger-prick technique. This should be done multiple times a day for a Type 1 patient 

especially in ICU (Intensive Care Unit), to keep track and avoid complications [3],[4]. Though CGM devices are 

available, the patient is not educated enough for self-monitoring; to avoid complications and risks, prediction 

models can be developed to predict the future glucose level which helps the diabetes patient to control and take 

action. Such prediction models moderately give a future prediction, and this is done with the help of recorded CGM 

data [5],[6]. 

The glucose concentration in the human body changes over time and this can be considered as data series and 

can be taken for prediction as time-series data. Hence considering a time series method for the analysis of the 

prediction will give a reasonable approach. Several types of research have been carried out considering the time 

series data especially for developing artificial pancreas with new technologies like Artificial Neural Network 

(ANN), Machine Learning, multi/ mixed technique based on CGM data. ANN methods are used for the 

identification of the dynamics of the patient based on the insulin dosage. Machine learning also requires a variety 

of inputs and insulin concentration, and food intake to predict. Moreover, for multi and mixed techniques, the 

combination of linear and nonlinear mainly used to reduce the complication of hyper and hypoglycaemia [7]. The 

range of hyper and hypoglycaemia is described below, where the normal range is considered to be 70-110 mg/dl 

[8],[9] 

 

 Hyperglycaemia is a situation where an excessive amount of blood glucose starts to circulate in the blood 

and is identified in two categories: 

 Fasting hyperglycaemia is a condition where the blood glucose rises above 130 mg/dl for 8 hours of 

fasting. 

 Postprandial hyperglycaemia is a condition where the blood glucose rises above 180mg/dl after 2 hours 

of meal intake. 

 Hypoglycaemia is a state where blood glucose becomes lower than the acceptable range and is categorized 

into two terms: 

 Slight hypoglycaemia where the blood glucose range is 55-70 mg/dl$. 

 Severe hypoglycaemia where the blood glucose range is below 55mg/dl. 

 

The ANN, Machine learning models, requires multiple knowledge like dosage of insulin, food intake, the 

concentration of insulin, etc for an effective prediction. The data collection for such models entirely depends on 

the single subject inputs provided and the subject may not be a professional user to read the data collected [7]. For 

a broader application, such data collected might be challenging to interpret too. Considering these limitations, we 

have aimed a practical model to predict the blood glucose, by just examining the recorded or historical saved CGM 

data. 

The blood glucose levels are measured every 5 minutes and are recorded using the CGM device as a fixed 

instant of time. This data is considered as the historical data, and prediction is implemented by estimating the 
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model order and the parameter for forecasting models. The method used in research is the ARMA model; such a 

technique requires only output information that is the previously saved glucose measurement. The model orders 

are determined by the Akaike Information Criterion (AIC), which helps in forecasting hypo and hyperglycaemia. 

The Recursive Least Square (RLS) is used for the parameter estimation, and then the prediction models are 

developed for forecasting [10]. 

This paper elaborates on the ARMA model application which is used for the prediction of blood glucose in a 

diabetic subject. The paper is structured into sections; Section 2 contains Methods and Methodology, Section 3 

elaborates the results obtained, followed by concluding remarks in Section 4. 

 

II. METHODS AND METHODOLOGY 

      In this section Time Series Prediction Method is used for prediction and forecasting is briefly presented 

using the ARMA model for the blood glucose prediction. 

 

A. Analysis of Time Series Prediction Method: 

Empirical models do not take into account any information about real-time or accurate models. These models 

can be developed with only the knowledge of collected raw output data, and the parameters can be estimated from 

the data collected. The simplest and the suitable model available for such data is ARMA (Autoregressive Moving 

average) model [11]."An ARMA model is used to describe the stochastic time series in terms of two polynomials. 

The first of these polynomials is for autoregression, the second for the moving average. This model is referred to 

as the ARMA (p, q) model; where is the order of the autoregressive polynomial, q is the order of the moving 

average polynomial. AR(p) makes predictions using previous values of the dependent variable. MA(q) makes 

predictions using the series mean and prior errors". The typical flow diagram process for a time series prediction 

is shown in Figure 1 and the steps are explained below, 

Step 1: The raw data is collected from CGM, which is recorded for every 5 minutes. the cross validation is 

done by leave-one-out procedure dividing the data into training and validation sets. 

Step 2: Stationarity test: The test was carried with Unit root test, to remove the non-stationary. The backward 

difference operator was considered only if such a situation was present. Sample autocorrelation function (ACF) 

and partial (PACF) was conducted. 

Step 3: Model order: ACF and PACF were conducted to check the order of the model, especially of 

Autoregressive AR and Moving average MA terms. 

Step 4: Parameter Estimation: The estimation of the parameter is done by maximum likelihood, and AIC is 

used for model selection. 
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     Fig. 1 Steps to build a Prediction Model 

 

 

Step 5: Diagnostic test: The plots of ACF and PACF are plotted to analyze the confidence level through 

autocorrelation. 

Step 6: Forecasting: The predicted model is forecasted by checking the Mean Absolute Error. 

B. Prediction Based on ARMA Model: 

The most frequently used model for describing a stationary time series is the ARMA model. The detailed 

explanation for building a prediction model for glucose concentration is highlighted in this section. 

Step 1: Model Description 

In the proposed work we have considered a diabetic patient's blood glucose reading as a random time series. 

With the ARMA models, the future glucose readings or the current glucose reading is given by the function of 

previous glucose reading as in equation 1 [12],[13]: 

 

𝑌𝑡 = ∑ 𝑎𝑖𝑦𝑡−𝑖
+ ∑ 𝑏𝑖𝜀𝑡−𝑖 +  𝜀𝑡

𝑞

𝑖=1

𝑝

𝑖=1

                 (1) 

 

Where y is the measurement of glucose reading at current time t, 𝑦
𝑡−𝑖

 is the reading i times before the current 

time or previous readings, 𝑎1, 𝑎2 … . . 𝑎𝑝 are the Auto Regressive AR parameters, p is the AR model order, 

𝑏1, 𝑏2 … . . 𝑏𝑞  are the Moving average MA parameters with q as the MA model order. In equation 1 𝑎𝑖 , 𝑏𝑖  are not 

known, they can be identified from the glucose readings. 𝜀𝑡  is the white noise which contains identical distribution 

with 𝑦𝑡 and is independent, where 

 

E(εt) = 0, var(εt ) = σ2 > 0                (2) 

 

Step 2: Steps for Prediction 
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Let 𝑦1, 𝑦2 … . 𝑦𝑡 be the time series glucose reading collected from a diabetic patient. The entire collected data 

is plotted over time to check the periodicity of time series. The time series will be divided with period length if the 

series is periodic. The zero mean normalize for the time series is obtained by equation 3, where 𝑦 is the mean of  

𝑦𝑡: 

 

�̀� = 𝒚
𝒕

− �̅�               (𝟑) 

 

The ACF and PACF are evaluated and the confidence interval is considered as 
−2

√𝑛
 ,

2

√𝑛
, where n is the number of 

data of �̀�
𝑡
. This is assessed to check if the �̀�

𝑡
 is a stationary data set or non-stationary set. The series is said to be 

stationary if autocorrelation lies within the confidence interval. The ARMA model is used for prediction only if the 

series is stationary. 

Step 3: Parameter Estimation 

Depeding on the obtained autocorrelation the model parameters and the model order for AR(p) and MA(q) can 

be determined by: 

 

 if AIC is decreased at q then p=0 the model is MA(q) 

 if AIC is decreased at p then q=0 the model is AR(p) 

 if AIC is not decreased at any point then the model is ARMA (p, q) 

 

Using System Identification and by coding in MATLAB 2017 platform, the model order for ARMA (p, q) can 

be determined. To select (p, q) order for each AIC is used and is defined by equation 4: 

 

 

𝐴𝐼𝐶 =  
1

𝑛
(−2𝐿 + 2𝑘)                (4) 

 

Where L is the value of Likelihood, k is the number of parameters and n is the number of observations. The 

minimum combination of AIC  0 ≥ p ≥  √𝑛 and 0 ≥ q ≥  √𝑛  is considered. The prediction formula can be 

written as in equation 5 and the Mean absolute error is given in equation 6 [14],[15]: 

 

�̀�
𝑡

= 𝑎1�̀�
𝑡−1

+ ⋯ +  𝑎𝑝�̀�
𝑡−𝑝

+ 𝜀𝑡 +  𝑏1𝜀𝑡−1 + ⋯ + 𝑏𝑞𝜀𝑡−𝑞     (5) 

 

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 =  
1

𝑛
∑|𝑒𝑖|       (6)

𝑛

𝑖=1

 

 

The equation 5 gives the predicted future glucose values and can be compared with the original raw data to 

find the error. Higher the data size the accuracy of the prediction also increases. 
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III. RESULT AND CASE STUDY 

The glucose reading of a diabetic patient is collected from an open data base source of an hospital, which is 

monitored using CGM with 5 minutes as time interval for 5 days. The graphical visualization of the raw data 

sample is shown in figure 2,3,4,5 and 6. These figures have x-axis as index which is time interval, every instance 

is 5 minutes, y-axis the blood glucose measurement measured in md/dl [16], similarly five day data is plotted. 

 

Fig. 2 Plot of day 1 data 

 

Fig.3 Plot of day 2 data 

 

 

Fig. 4 Plot of day 3 data 

 

Fig. 5 Plot of day 4 data 
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Fig. 6 Plot of day 5 data 

 

The collected data is not periodic; hence zero mean normalization has been attained. The autocorrelation and 

partial autocorrelation is estimated using MATLAB and is shown in figure 7. 

 

Fig.7 Auto Correlation plot 

 

The autocorrelation in figure 7 has significant values up to lag 160 and this means the data at the current instant 

depends on the past data values at approximate 160 samples. Each sample is at any instant of five minutes, the 

autocorrelation function is within the confidence interval and can be predicted using the ARMA model. Using the 

best fit technique, the structure of the model is chosen to be ARMA (6,0,6), this is selected according to the 

estimation error of different models in MATLAB as shown in figure 11 . Firstly, consider p=q=1, calculate the 

AIC for ARMA (1,1), further check for the combination until the findings of AIC is minimum. The ARMA (6,6) 

has the least error and it is selected for further prediction. The best model fit is shown in table 1 with the model 

structure (6,6), the equation of the model can be written as in equation 7; 

 

𝑦
𝑡

= 𝑐 + 𝜀𝑡 + ∑ 𝜑𝑦
𝑡−𝑖

+

𝑝

𝑖=1

∑ 𝜃𝜀𝑡−𝑗

𝑞

𝑗=1

           (7) 

𝑦
𝑡

= 0.834 + 6.705𝑒−05 − 0.113𝑦
𝑡

+ 1.5𝑦
𝑡−2

  + 

0.605𝑦𝑡−3 − 0.795𝑦𝑡−4  − 0.378𝑦𝑡−5 + 

0.113𝑦𝑡−6  + 1.33𝜀𝑡−1 + 0.068𝜀𝑡−2  − 0.78𝜀𝑡−3 − 

0.44𝜀𝑡−4 − 0.158𝜀𝑡−5 − 0.0915𝜀𝑡−6 

 

The best model fit is shown in table 1 with the model structure (6,6); the equation of the model is written as in 

equation 7 with the parameters. From this equation, 𝐸(𝜀𝑡) = 0 and the variance is 7.38006. 𝑦
𝑡−𝑘

 Is the zero-mean 
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normalization of the measurement of blood glucose time series is 𝜀𝑡created by MATLAB. Figure 8 shows the 

estimated model and the original data, and it can be deduced that the estimation accuracy is almost close to the 

original data, only a few points when the blood glucose changes suddenly the estimation error has been high. This 

is because the human body is a slowly varying system which response with some delay. The overall estimated 

error is given by equation MSE (Mean square error) and figure 9: 

 

Model 

order 

AICBIC AR Coeff MA 

Coeff 

ARMA 

(6,6) 

159.187 6 6 

 

Table 1. Model order selection table 

 

 

Fig 8. Estimation and original data ARMA model 

 

 

𝑀𝑆𝐸 =  
1

𝑛
 ∑|𝑒𝑖|

𝑛

𝑖=1

= 6.705𝑒−05 

 

The prediction using the five data model for 5 minutes to 40 minutes is plotted, it is observed that up to 20 

minutes after the day 5, the prediction accuracy is good, and the prediction error is low. Such models can be used 

to predict the blood glucose to avoid the hyper and hypoglycemia risks associated with the diabetic patient. The 

prediction or forecasting model is shown in figure 9, the original data set is plotted with the predicted dataset and 

the results can be compared by seeing the error obtained by the same. The prediction is made for 20 minutes, 30 

minutes and 40 minutes, one step ahead prediction.  

The diagnostic check is done by the autocorrelation plot for the residue to analyses the test for significant 

spikes. The sample at zero should be at one and the remaining samples should remain within the boundary. Figure 

10 shows the autocorrelation of the residue samples. 
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The figure 11 is directly taken from the MATLAB command window, which shows the difference between the 

ARMA model with order one and order 6, the order 6 has lesser variance compared to simple order 1, and the 

parameters of the model are estimated for the model development. 

 

 

 

 

Fig 9. Forecasting prediction comparison with    original and estimated 

 

 

 

 

Fig 10. Autocorrelation of Residue sample 

 

 

Fig 11. Parameter Estimation ARMA model 

 

IV. CONCLUSION 
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ARMA model is basically used for the time series analysis method to quote a few advantages: it requires less 

prior information about the time series; its calculation process is accurate [17],[18]. Hence such a technique is used 

to develop a prediction model in our research. In this research, the application of this model is used for blood 

glucose prediction for diabetic patients, which gives an excellent performance and satisfying result for one step 

ahead prediction. Several types of research have been conducted in developing an adequate diabetic patient model 

using blood glucose readings from CGM. Though the reading is collected through CGM, a few disadvantages, like 

many patients may not record their blood glucose continuously due to this, the model developed may be limited to 

available data set reducing the accuracy. 

For the developed model, an alarm can be set up for further future work to avoid a sudden increase in the 

decrease in blood glucose reading. With the addition to this, a controller can be developed, especially using the 

Model Predictive technique to regulate and control the blood glucose. Meanwhile, the results of the presented work 

bring it very close to the development of a device that can measure and control the blood glucose accurately. 
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