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Abstract---The supermarket is one means of marketing the company's products. Marketing activities undertaken 

with supermarket provides a wide range of types of products from different companies (as producers). Consumers 

prefer to go to the supermarket than traditional markets due to promo. For example, the products offered were given 

discounted half price of normal price. Consumers tend to buy more of their needs so that existing stock items in the 

supermarket can be drastically reduced. Therefore, the supermarket had to anticipate in order to not shortage of 

stock in the warehouse. Various techniques in data mining can be used, one that is an outlier detection. The role of an 

outlier detection is needed in order to detect abnormal transactions including candidate anomalies and normal 

transactions and will be help the supermarket in anticipation of running out of stock items. Outlier detection is an 

outlier search process on dataset and is one of the first steps to be able to perform analysis of data coherent. The 

main objective in outlier detection is to detect data with properties/state data with different data or are most of the 

anomalies found in multidimensional datasets. One of the formidable algorithms for detecting outlier is DBSCAN. 

Therefore, in this study, the author will use the technique of outlier detection algorithm with expected DBSCAN can 

help supermarket in anticipation of running out of stock items. The result from research that has been done by 

calculating 1862 products there was no product data that classified as outlier, whereas by calculating 100 first 

products there are 4 products data that classified as outlier, products with id 80069449, 80015728, 82024920, 

80021527. 
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I. INTRODUCTION  
Supermarkets are one of the company's product marketing tools. Supermarkets use a variety of ways to get 

consumers by way of prices that are not too far from traditional markets, there are various promos, more complete 
and many products, and various facilities. With the promo, consumers tend to buy products more than their needs so 
that the stock of goods can be reduced drastically. Therefore, the supermarket must anticipate that there is no shortage 
of stock in the warehouse. Various techniques can be used, one of which is detection outliers. 

Outlier detection is the process of finding outliers in a dataset, and is one of the first steps to be able to do a 
coherent data analysis. The main objective in outlier detection is to detect data with data properties that are different 
from most data, or are anomalies found in multidimensional datasets [2]. The method that can detect anomalous data 
is by using the Density Based Spatial Clustering of Application with Noise (DBSCAN) algorithm. 
 
II. ATURE STUDY 
A. Clustering Analysis 
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Cluster analysis is the work of grouping data (objects) based only on information found in data that describes the 
relationship between these objects [6]. The purpose of cluster analysis is that objects that have similarities join in a 
group and are different from objects in other groups. In this study, clustering is used for supermarket transaction data 
segmentation to separate anomalous objects from objects that are normal. 

 
Based on the data compactness theory, clustering method is divided into two, namely complete and partial. All data 

can be said to be compact into one group if all data can be combined into one group (in the context of insulation), but 
if there is little data that does not join in the majority group, then the data is said to have deviant behavior. Data that 
has this deviant behavior, known as noise. Based on the results of previous studies a fairly good method for detecting 
this noise is DBSCAN [8]. 
 
B. Outlier Detection  

Outlier detection is a process to find outlier data in a group of data, and is one of the first steps used to analyze 
coherent data [2]. Outliers are things that are considered different from the data in general. Outliers in a group of data 
can arise due to various things, among others, errors when data is inputted, errors during measurement and data 
collection, or indeed the original characteristics of the data [8]. In conducting outlier detection, it can be done using 
several approaches including: 

 
1. Graphic Approach 

Suppose using a plot box (1D), scatter plot (2D) and spin plot (3D). To do detection outliers using graphical 
methods, it can be done by plotting the data with the i-observation (i = 1,2,3, ..., n). If the data obtained from the 
plot data is located far from all data sets, then the data can be indicated as an outlier. 

 
2.  Statistical approach 

To be able to approach the statistical method, assume the data distribution function that is owned, then use a 
statistical test that depends on: 
a) Data distribution 
b) Distribution Parameters  
c) Number  of acceptable outliers (confidence interval) 

3. Nearest-Neighbor Based 
To detect anomalies using the nearest-neighbor approach method, first determine the distance from each pair of 
data points. A data point is said to be an outlier if: 
 
a) The number of neighboring points is less than p in the distance D. 
b) This point is the top n point which is the farthest distance from the nearest neighbor. 
c) This point is the top n average point of the largest distance from the nearest neighbor. 
 

4. Density Based 
Another approach that can be used to perform detection outliers is density based methods. Based on the 

density based approach, outliers are data points that are in low density areas. This density based method can be 
used for data with different densities, but what needs to be considered in this method is the selection of 
parameters. Because the selection of parameters in the density based method determines the density value. 
 

C. DBSCAN  
Density-Based Spatial Clustering of Application with Noise (DBSCAN) is a clustering method that builds an area 

based on density connected. DBSCAN is a type of partitioning cluster where areas of high density are considered as 
clusters while those with low density or not incorporated in the cluster are considered noise [10]. DBSCAN requires 
two input parameters, epsilon (Eps) and minimum points (MinPts). EPS around point is defined as: 

}),(|{)( EpsyxdistDyxN Eps ≤∈= ………….....(1) 
Where : 

)(xN Eps : the surrounding point of x within the Eps  radius 
D: Data Cluster 

),( yxdist : euclidean distance from objects x and y 
Eps : radius or threshold 

The algorithm from DBSCAN is as follows: 
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1) Select random starting point r. 
2) Initialize input parameters: MinPts and Eps 
3) Calculate Eps or all distances of affordable density to r using euclidean distance. 
4) If the point meets the Eps more than MinPts, then point r is the center point (core) and the cluster is formed 

by following the following conditions: 
i. yx,∀ : if x ∈ C (cluster) and y affordable density of x, then y ∈ C. (Maximality) 

ii. x∀ , y∈ C: x density is connected to y. (Connectivity) 
5) Repeat steps 3-4 until all points are processed. 
6) If r is a border point and there is no point with an affordable density to r, then the process continues to 

another point [4]. 
 

D. Euclidean Distance  
Euclidean distance is an equation commonly used in calculating the distance of two objects. The distance calculated 

using this Euclidean distance formula, which is the square root of the difference in distance between the two objects 
of the rank of two. This distance calculation is often used to determine the similarity between two objects [12]. 

∑ =
−=

n

i ii YXD
1

2)( (2) 

Euclidean distance is often used in calculating the distance between two objects [13]. Euclidean distance is often 
used in clustering techniques, because this formula is easy to understand but sensitive to outliers [12]. 
 
III. N AND IMPLEMENTATION 
E. System Design 

The system built in this research is outlier detection using the Density Based Spatial Clustering of Application with 
Noise (DBSCAN) algorithm. The algorithm does not require input in the form of cluster numbers, because this 
algorithm will automatically form a cluster according to the characteristics of the data. In the cluster formation 
process, this algorithm only requires input in the form of epsilon (eps) and minimum point (minpts) values. 
In this study, epsilon and minimum point values are obtained from the preprocessing results by calculating the 
distance between products using the euclidean distance formula. 

The following is a Context Diagram of the system. 
 

 
Ficture3.1ContextDiagram 

 
After forming a context diagram, then the next process design is made using Data Flow Diagrams (DFD). 
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Ficture 3.2 Data Flow Diagram Level 1 

 

 
Ficture 3.3 Data Flow Diagram Level 2 

 
F. System Implementation 

In this study, discussed about the data that is used as input for the mining process using the Density Based Spatial 
Clustering of Application with Noise (DBSCAN) algorithm. Where in this study using a web-based system with PHP 
programming language and using MySQL as a place to create a database. The system is divided into three, namely 
input, process, and output. Each part of the system will be explained as follows. 

a) Input 
The data used in this study is transaction data from products in a supermarket. The number of transactions 
used was 9999 transactions from 1862 products. 
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b) Process 
The process carried out in this study is to calculate the value of eps and minpts by using the euclidean 

distance formula to determine the transactions of which products are normal and including anomalous 
candidates. 

c) Output 
The system will show the results of system calculations in the form of clustering results of each 

product. Which products include normal transactions and which products are included in anomalous 
candidates. 

 
IV. ING AND ANALYSIS OF RESULTS 
A. Scenario Testing 

The performance of the Density Based Spatial Clustering algorithm of Applications with Noise (DBSCAN) is that 
it does not do the total input of the cluster to be formed. Where in this algorithm the total cluster is formed according 
to the epsilon value and the minimum point used. The following are the scenarios in this study. 

1. Scenario  1 
In scenario 1, the transaction data of 1862 products taken from January to December are used. The 
value of eps obtained is 7969,2891 and the value of the minpts obtained is 1859. 
 

 
Figure 4.1: Eps and MinPts values 

 
By using eps value of 7969,2891 and minpts value of 1859, the results shown in the system indicate that there is no 

data from the data used including noise. 
 
 

DOI: 10.37200/IJPR/V24I2/PR200632 
Received: 02 Jan 2020 | Revised: 15 Jan 2020 | Accepted: 28 Jan 2020                                                   3236 



International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 02, 2020 
ISSN: 1475-7192 

 
Figure 4.2. Clustering Results 

 
2. Scenario 2 

In scenario 2, the transaction data from the first 100 products sold are taken from January to 
December. The value of eps obtained is 1500.0737 and the value of the minpts obtained is 99. 

 

 
Figure 4.3.Eps andMinPts values 

 
By using the Eps value of 1500.0737 and the MinPts value of 99, the results displayed in the system indicate that 

the data used contained product data including anomalies, namely products with id 80069449, 80015728, 82024920, 
80021527. 
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Figure 4.4.Clustering Results 

 
B. Analysis of Test Results 

In this study the data used is data in a period of 1 year and is made in 2 scenarios. Where in scenario 1 
consists of 9999 transactions and 1862 products calculated. While scenario 2 consists of 9999 transactions 
but only the first 100 products are counted. The following table of detection results in this study: 
 

Table 4.1:Tput Results 2 Scenario 

 
 

Table 4.2:Anomaly Details 

 
 
V. CLUSIONS AND RECOMMENDATIONS 

A. Conclusions 
Based on the results of the testing and analysis that has been carried out regarding " OUTLIER 
DETECTION TRANSACTION DATA USING DBSCAN ALGORITHM  
" can be concluded as follows: 
1. Detecting anomalous candidates can be used with the Density Based Spatial Clustering of 

Applications algorithm with Noise (DBSCAN) and the euclidean distance distance calculation 
formula. By using transaction data for 1 year in 2015, including: 
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a) Scenario 1 by calculating all products totaling 1862 products produced epsilon value of 
7969.2891 and minimum point value of 1859. By using the epsilon and minimum point values, 1 
cluster was produced and there was no data noise or anomalous data. 

b) Scenario 2 by calculating the first 100 products sorted by sales from 1st month resulted in 
epsilon value of 1500.0737 and minimum point value of 99. By using the epsilon value and 
minimum point, 4 anomalous candidates were generated. 

2. By using the Density Based Spatial Clustering Application with Noise (DBSCAN) algorithm, the 
anomaly values obtained from the candidates generated from each scenario are: 
a) In scenario 1 uses transaction data for 1 year, the number of products counted is 1862 products. 

The results obtained are no anomalous data. 
b) In scenario 2 uses transaction data for 1 year, the number of products counted as many as the first 

100 products sorted by sales from the 1st month. There are 4 anomalies, product id 80069449, 
product id 80015728, product id 82024920, product id 80021527. 

B. Recommendations 
The implementation of the Density Based Spatial Clustering Applications with Noise (DBSCAN) 
algorithm is not yet a perfect implementation, so it needs an implementation improvement as needed. 
Some of the things suggested for further development in this implementation are as follows: 
a) For further development, a number of data scenarios can be added to make them more accurate in 

determining anomalous candidates. 
b) Further development can be implemented using other algorithms to compare the accuracy of 

anomalous candidate detection. 
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