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Abstract---Robust regression is used to obtain the right model when the data contains outliers and are not normally 

distributed. Robust regression has several kinds of estimators, one of which is using M-estimator and S-estimator. The 

M-estimator robust regression is the simplest approach both computationally and theoretically while the S-estimator 

is an estimator that has a high breakdown point for estimating error scales. This study wants to find out the comparison 

of M-estimator and S-estimator robust estimation regression that is more efficient by comparing the variance between 

estimators using relative efficiency in longitudinal simulation data. The results showed that the model with parameter 

estimators obtained from the S-estimator robust regression method was more effectively used to predict malnutrition 

in East Java Regency / City in 2013 - 2018 compared to the M-estimator robust regression method. 
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I. INTRODUCTION 

Regression analysis is a statistical method used to determine the relationship between predictor variables and 

response variables (Draper and Smith, 1992). There are three data that can be used in regression analysis, namely 

cross-section, time-series and longitudinal. Longitudinal data is data obtained from observations that are of concern 

more than once at different times (Danardono, 2018). 

The robust regression method is used to obtain the right model when the data contains outliers and are not normally 

distributed. Robust regression has several kinds of estimators, one of which is using M-estimator and S-estimator. M-

estimator robust regression was introduced by Huber in 1973, this estimator is the simplest approach both 

computationally and theoretically. According to Drapper and Smith (1992), M-estimator robust regression is a type of 

maximum likelihood estimator. While the S-estimator robust regression, was introduced by Rousseeuw and Yohai in 

1984. The S-estimator is an estimator that has a high breakdown point for estimating error scales (Hutahayan et al, 

2019). 

The M-estimator is recommended for simulation data because it provides the smallest Total Absolute Bias (TAB) 

and Total Mean Square Error (TMSE) compared to other estimators in robust regression, while the S-estimator is the 

best model for corn production data in Indonesia in 2011 compared to M-estimators (Susanti, et al. 2014). 
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In this study, we want to know the comparison of M-estimator and S-estimator robust regression that is more 

efficient by comparing the variance between estimators using relative efficiency. A good parameter estimator is 

estimator which has a small variety. In contrast to previous studies, this study wanted to find out the efficiency of the 

M-estimator and the S-estimator on longitudinal simulation data. Based on research by Mentari (2019), this study 

wants to modify the conditions of the regression coefficient and outliers level. Modified outliers rates are 0%, 3% and 

5% on longitudinal data on the effect of malnutrition on 3 variables, namely, percentage of misin (%), population 

density (/ km2) and number of health facilities (units) in districts / cities located in the Province of East Java in 2013 

to 2018. 

II. METHODOLOGY 

The data used in this study, namely simulation data based on actual data. Simulation data meet the following criteria. 

1) The actual data used are data from the Central Statistics Agency of East Java Province and the Department of 

Health of East Java Province about malnutrition in 2013 to 2018. 

2) The data are Malang City, Batu City, Blitar City, Pasuruan City, Pasuruan Regency and Lumajang Regency. That 

city / regency can represent East Java Province. 

3) Residual values are obtained from normal distribution trip generation data based on outliers level 

4) Perform calculations to get a new response variable 

 

Robust Regression 

Robust regression is a regression method used when there are outliers of observational data that affect the model 

(Lainun, et al, 2018). The main purpose of robust regression is to obtain a consistent parameter estimate on the data 

containing outliers. Robust regression has the advantage of a fairly simple calculation using iteration to obtain the 

minimum parameter estimator (Fernandes et al, 2015). 

 

Regresi Robust Penduga-M 

The M-estimator was first introduced as a result of the approach of a robust least-squared estimator (Huber, 1973). 

The M-estimator is one of the most commonly used methods and is considered good for estimating parameters caused 

by outliers (Fernandes et al, 2019).. M-estimator regression is a Maximum likelihood type estimator. The robust-M 

estimator equation is as follows (Montogmery and Peck, 1992). 
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when: i=1,2,3,…,N  ;  t = 1,2,3,…,T 

Calculates robust-M regression estimators using iterations of weighted MKT or IRLS (Iteratively Reweighted Least 

Square). Following are the steps to calculate robust-M regression. 

Calculate the value of the estimator using MKT, then calculate the residual ( ite
). 

Calculates the initial s value and initial weighting.  

Calculates �̂�𝒎 using the least weighted square based on the weighted value 𝑊𝑖. 

�̂�𝑚 = (𝑋′𝑊𝑋)−1𝑋′𝑊𝑦       
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Change the parameter estimator in step 3 as 

0β̂  in step 1 and get a new residual, new s value and a pombobot. 

Repeating steps 2 and 3 repeatedly to converge. End of iteration the difference between the amount of residual 

muklak with the absolute amount of residual iteration previously less than 

 1 × 10−6, atau ‖�̂�(𝑘) − �̂�(𝑘−1)‖ < 1 × 10−6, dengan ‖�̂�(𝑘) − �̂�(𝑘−1)‖ = √∑ (�̂�𝑖(𝑘) − �̂�𝑖(𝑘−1))
𝑝−1
𝑗=0 ,  

where k is the iteration index and the maximum iteration specified is 10. Tukey's Bisquare Weighting has a constant 

value or tuning constant (c) of 4,685 which is owned by each weighter (Kutner et al., 2004). 

 

S-estimator Robust Regression 

Rousseew and Yohai (1984) were the first people to introduce S-estimator robust regression with a breakdown point 

that reached up to 50%. The steps taken in estimating parameters with the S-estimator are: 

Menaksirkan Estimate the initial β that is �̂�(𝟎) using the least squares method. 

Calculating the residual value 𝑒𝑖𝑡 = 𝑦𝑖𝑡−�̂�𝑖𝑡                                    

Calculates the value of 𝑢𝑖𝑡 =
𝑒𝑖𝑡

�̂�𝑖𝑡
 

Calculate the weighting value (𝑊𝑖𝑡) using the Tukey’s bisquare weighting function with a constant tuning value c = 

1.547 so that a breakdown point of 50% is obtained 
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Calculate �̂�𝒔 using the least weighted square based on the weighting value 𝑊𝑖. 

�̂�𝒔 = (𝑿′𝑾𝑿)−𝟏𝑿′𝑾𝒚                          

Repeat steps 1-4 until you get the converging �̂�𝒔. End of iteration difference between the amount of residual muklak 

with the absolute number of residual iterations of less than 1 × 10−6, or ‖�̂�(𝑘) − �̂�(𝑘−1)‖ < 1 × 10−6, when 

‖�̂�(𝑘) − �̂�(𝑘−1)‖ = √∑ (�̂�𝑖(𝑘) − �̂�𝑖(𝑘−1))
𝑝−1
𝑗=0    

where k is the iteration index and the maximum iteration specified is 10. Tukey's Bisquare Weighting has a constant 

value or tuning constant (c) of 4,685 which is owned by each weighter (Kutner et al., 2004). 

 

Outlier Detection 

Outliers provide information that cannot be explained by other observations, so outliers detection is needed in order 

to determine an observation can be categorized as outliers. Outlier detection uses TRES values (Fernandes et al, 2018). 

TRES is used to identify outliers on response variables (Cousineau and Chartier, 2010). The following hypothesis is 

used. 

H0: The i-th observation is not outlier 

H1: The i-th observation is outlier 
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𝑇𝑅𝐸𝑆𝑖𝑡 = 𝜀𝑖𝑡 [
𝑁𝑇 − 𝑁𝑝 − 2

𝐽𝐾𝐺(1 − ℎ𝑖𝑡) − 𝜀𝑖𝑡
2

]

1
2
  

 𝐽𝐾𝐺 = ∑ ∑ (𝑌𝑖𝑡 − �̂�𝑖𝑡)2𝑇
𝑡=1

𝑁
𝑖=1  

|𝑇𝑅𝐸𝑆𝑖𝑡| = {
≤ 𝑡𝑁(𝑇−𝑘−2)

𝛼/2
  ; 𝐻0  a𝑐𝑐𝑒𝑝𝑡𝑒𝑑

> 𝑡𝑁(𝑇−𝑘−2)
𝛼/2

 ; 𝐻1 rejected
           

If the value of |𝑇𝑅𝐸𝑆𝑖𝑡|  

get the results received H0, it can be concluded that the observation to the t-period is not an outlier. Conversely, if the 

result of rejecting H0, it can be concluded that the i-th observation is outlier. 

 

Relative Efficiency 

Relative efficiency is used to compare two predictors. The relative efficient comparison of two estimators (bS) 

relative to (bM) can be defined as follows (Wackerly, et al., 2008). 
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hand, if 1eff  , then it can be stated that the estimator  

is an unbiased estimator than the 
,

ˆ
i M  estimator because it has a smaller variety. 

III. RESULTS AND DISCUSSION 

Simulation Function of Secondary Data 

In the study, simulation functions are obtained from actual data. The actual data used are from the Central Statistics 

Agency of East Java Province and the Department of Health of East Java Province regarding malnutrition in 2013 to 

2018. 

 

Outlier detection 

Outliers detection in this study there are three outliers conditions, namely 0%, 3% and 5%. The data generated are 

residual values using the normal distribution. Based on the generation data, will get a new response variable value. 

The new response variable value is used for detection of outliers using TRES detection. The TRES detection results 

are compared with the critical point value t_ ((t-p-1)) ^ (α / 2). The research hypothesis is used as follows.  

H0: The i-th observation is not an outlier Vs  

H1: The i-th observation is outlier  

The results of TRES detection obtained outliers at each level of outliers. The number of outliers can be seen in 

Appendix 9. Based on the results of the detection of TRES a robust regression method is needed to handle the outliers 

problem in the data. Outlier detection uses the M-estimator and the S-estimator to obtain a more efficient method. 

 

Estimating Parameters and Testing the M-Regulator Robust Regression Hypothesis 
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M-estimator robust regression analysis using the IRLS procedure. IRLS uses MKT estimator parameters which are 

then iterated across all regression slope of each data until robust parameter estimation is obtained (Fernandes et al, 

2014). The weighting used on IRLS is the Tukey’s Bisquare weighting which is always updated with each iteration. 

Calculation of parameter estimation and hypothesis testing based on outliers using R software, with the following 

results. 

 

 0% Outliers 

The outreach rate of 0% gets a new model to explain the amount of malnutrition in Malang City, Batu City, Blitar 

Regency, Pasuruan City, Pasuruan Regency and Lumajang Regency, East Java from 2013 to 2018 with a total 

determination coefficient of 99%. The results obtained can explain that the level of malnutrition is influenced by the 

level of population poverty, the level of population density and health facilities by 99%. While 1% can be explained 

by other variables that are not contained in the model. 

 

 

3% Outliers 

Outlier level of 3% with a coefficient of determination of 98% explains that the level of malnutrition in Malang 

City, Batu City, Blitar Regency, Pasuruan City, Pasuruan Regency and Lumajang Regency in 2013 to 2018 were 

influenced by the level of population poverty, the level of population density and facilities health. Whereas 2% can be 

explained by other variables not contained in the model. 

 

5% Outliers 

An outreach rate of 5% can explain 98% of the level of malnutrition affected by poverty levels, population density 

and the level of health facilities in Malang City, Batu City, Blitar Regency, Pasuruan City, Pasuruan Regency and 

Lumajang Regency in 2013 to 2018. 

 

Testing of M-estimator Robust Regression Hypothesis 

Parameter testing is performed after getting the M-estimator robust regression results. Simultaneous test and partial 

test are used to test the results of M-estimator robust regression. Following the testing of the M-estimator robust 

regression hypothesis based on the level of outliers. 

 

 0% outliers 

The M-estimator robust regression results with the help of R software, can be concluded as follows. 

Regency / City in East Java in 2013 to 2018 was declared significant because the value of F table (2.901) <Fcount 

(163.87). From these results it can be concluded that overall there is an influence between the level of malnutrition 

with the level of poverty, the level of population density and the level of health facilities. 

Partial test results with a table value (1.69) on the parameters can be concluded that: 

In Pasuruan Regency, the level of health facilities did not significantly influence the level of malnutrition in 2013 

to 2018 compared to other variables. 
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All variables, namely poverty level, population density and health facility level, have a significant effect on the level 

of malnutrition in Malang City, Batu City, Blitar Regency, Pasuruan City and Lumajang Regency from 2013 to 2018 

on the level of malnutrition. 

 

3% Outliers 

The M-estimator robust regression results with the help of R software, can be concluded as follows.  

Based on the simultaneous test states that Ftable (2.901) <Fcalculate (76.66) which means it has a significant effect. 

Simultaneous test results can be concluded that districts / cities in East Java in 2013 to 2018 as a whole have an 

influence between the level of malnutrition with the level of poverty, the level of population density and the level of 

health facilities.  

The partial test results with the table value (1.69) on the parameters can be concluded that the Regency / City in 

East Java represented by Malang City, Batu City, Blitar Regency, Pasuruan Regency, Pasuruan City and Lumajang 

Regency all variables have significant effect on the level malnutrition except in Pasuruan Regency the level of health 

facilities does not affect the level of malnutrition. And in the Lumajang Regency the poverty level did not affect the 

level of malnutrition in 2013 to 2018. 

 

5% Outliers 

The M-estimator robust regression results with the help of R software, can be concluded as follows. 

District / City in East Java in 2013 to 2018 overall there was an influence between the level of poverty, the level of 

population density and the level of health facilities on the level of malnutrition. From these conclusions, based on 

simultaneous tests stated that Ftable (2.901) <Fcalculate (52.99), which means significantly. 

Partial test results with a table value (1.69) on the parameters can be concluded that: 

In Malang City, Batu City and Blitar Regency, all variables significantly influence the level of malnutrition in 2013 

to 2018. 

In Pasuruan City the poverty level did not affect the level of malnutrition in 2013 to 2018. 

Same is the case with Pasuruan Regency but the level of population density also does not affect the level of 

malnutrition in 2013 to 2018. 

Inversely related to Lumajang Regency, there are no variables that affect the level of malnutrition in 2013 to 2018. 

 

Parameter Estimation and Testing Hypothesis of the S-Estimator Robust Regression  

The S-estimator is based on the residual scale of the M-estimator. Robust regression analysis using S-assignment 

can use iteration of weighted OLS or IRLS (Fernandes et al, 2014). IRLS uses OLS parameter estimator, which is then 

iterated across all regression slope of each malnutrition data until Robust parameter estimation is obtained. Using R 

software, the estimation results for malnutrition data in Malang City in East Java from 2013 to 2018 will be obtained 

with various outline levels as follows. 

 

 

 

 



International Journal of Psychosocial Rehabilitation, Vol. 24, Issue 7, 2020 

ISSN: 1475-7192 

1166 

0% Outliers 

Outlier level of 0% can explain 99% of the level of malnutrition which is influenced by poverty level, population 

density and the level of health facilities in the districts / cities in East Java from 2013 to 2018 represented by Malang 

City, Batu City, Blitar Regency, Pasuruan City and Lumajang Regency. Whereas 1% can be explained by other factors. 

 

3% Outliers 

Outlier level 3% The S-estimator robust regression results were only able to explain 98% of the effects of poverty 

levels, population density and health facility levels on levels of malnutrition in the Districts / Cities, East Java in 2013 

to 2018 represented by Malang City, Batu City, Blitar Regency, Pasuruan City, Pasuruan Regency and Lumajang 

Regency. While other influences can explain 2% of the level of malnutrition. 

 

5% Outliers 

Outlier level 5% The S-estimator robust regression results explain 99% of the poverty rate, population density and 

health facility levels against malnutrition levels from 2013 to 2018 in districts / cities in East Java. Meanwhile, 1% is 

explained by other influences. 

 

Testing Hypothesis of the S-Estimator Robust Regression  

After obtaining the S-estimator robust regression data, then re-testing the parameters, namely simultaneous test and 

partial test of the S-estimator robust regression results based on the outlier level as follows. 

 

0% Outliers 

The results of S-estimator robust regression with the help of R software, can be concluded as follows.  

Regencies / cities in East Java Province from 2013 to 2018 overall did not have an effect between poverty level, 

population density and health facility level on the level of malnutrition. From these conclusions, based on simultaneous 

tests stated that Ftable (2.901) <Fcount (18.17) which means significantly influence.  

Partial test results with a table value (1.69) on the parameters can be concluded that:  

In Malang City, Batu City, Pasuruan City and Pasuruan Regency, all variables affect the level of malnutrition in 

2013 to 2018.  

Whereas the best comparison with Blitar and Lumajang Regencies, the level of poverty and the level of health 

facilities did not affect the level of malnutrition in 2013 to 2018. 

 

3% Outliers 

The results of S-estimator robust regression with the help of R software, can be concluded as follows. 

Regencies / cities in East Java from 2013 to 2018 overall did not have an influence between poverty level, population 

density and the level of health facilities on the level of malnutrition. From these conclusions, based on simultaneous 

tests stated that Ftable (2.901) <Fcalculate (80.07), which means significantly influence. 

Partial test results with a table value (1.69) on the parameters can be concluded that: 

Malang City, Batu City, Blitar Regency, Pasuruan City and Lumjang Regency on each variable affected the level 

of malnutrition in 2013 to 2018. 
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Pasuruan Regency, there is one independent variable, namely the level of health facilities does not affect the level 

of malnutrition in 2013 to 2018. 

 

5% Outliers 

The results of S-estimator robust regression with the help of R software, can be concluded as follows.  

There are no independent variables that will affect the level of malnutrition in the Regency / City, East Java 

represented by Malang City, Batu City, Blitar Regency, Pasuruan City, Pasuruan Regency and Lumajang Regency. 

Value F table (2.901) <Fcalculate (25.30) which means that it has a significant effect.  

Partial test results with a table value (1.69) on the parameters can be concluded that:  

Only Pasuruan Regency on the variable level of health facilities does not affect the variable level of malnutrition in 

2013 to 2018.  

Whereas in Malang City, Batu City, Blitar Regency, Pasuruan City and Lumjang Regency each independent variable 

can explain the effect on the level of malnutrition in 2013 to 2018. 

 

Relative Efficiency 

By using R software, the value of the relative efficiency of the model is obtained based on the level of the M-robust 

estimator and S-robust estimator regression in malnutrition data in East Java Regency / City represented by Malang 

City, Batu City, Blitar Regency, Pasuruan City, Pasuruan Regency and Lumajang Regency from 2013 to 2018 are as 

follows. 

Outcome level of 0% gets the value of relative efficiency between the M-estimator and the S-estimator of 1.88. 

Because the relative efficiency value is more than 1, it can be concluded that the S-estimator is more effective than the 

M-estimator. 

Outlier level of 3% has an S-estimator more efficient than an M-estimator. Because the relative efficiency value 

obtained is 1.04. 

Not much different results obtained for outliers level of 5%, namely the S-estimator is more effective than the M-

estimator. This is supported by the calculation of the value of relative efficiency to get results of 4.14 which is more 

than one. 

Based on the comparison of the M-estimator value and the S-estimator value, the M-estimator produces a middle 

squared error value that is greater than the S-estimator value. The M-estimator uses a constant tuning value (c) = 4.685 

so that an efficiency of 95% is obtained. While the S-estimator uses a constant tuning value (c) = 1.547 to obtain a 

breakdown point of 50%. Based on this, if the M-estimator is compared with the S-estimator then the S-estimator is 

more efficiently slammed with the M-estimator. 

IV. CONCLUSION AND SUGGESTIONS 

Conclusion 

Based on the results of the analysis that has been done, it can be concluded that, the model with parameter estimators 

obtained from the S-estimator robust regression method is more effective to be used to predict malnutrition in East 

Java Regency / City from 2013 to 2018 compared to the M-robust estimator regression method . The results of the 
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calculation of the relative efficiency of the M-estimator and the S-estimator, support the S-estimator more effectively 

because the value obtained is more than one. 

V. Suggestion 

Based on the results of the analysis that has been done, it can be concluded that, the model with parameter estimators 

obtained from the S-estimator robust regression method is more effective to be used to predict malnutrition in East 

Java Regency / City from 2013 to 2018 compared to the M-robust estimator regression method . The results of the 

calculation of the relative efficiency of the M-estimator and the S-estimator, support the S-estimator more effectively 

because the value obtained is more than one. 
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